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ABSTRACT

Data mining is an analytical tool that is used atvig critical decision making
problems by analyzing enormous amount of data derto discover relationships and
unknown patterns among variables in the data. Staidy focused on the investigation of
the application of data mining techniques basedhentuberculosis (TB) diagnosis data
set. The required data were organized from 659 Udpected patients who came to the
Union Tuberculosis Institute (UTI), Yangon during@ember and October 201Bhis
study attempted to predict whether a TB suspecilBaer not through the classification
models by using decision tree method under the duataing techniques. The
classification task with five different algorithmgs made using decision tree method. It
was found that the decision tree model of Algorithwas found to be less accurate
which used original data without preprocessing. Thleer four models which have
performed preprocessing task revealed a betterigbied having the same accuracy.
Thus, this study proved that the decision tree puktiid not need the use of variable
aggregation and feature reduction. The findingscatéd that Active Specific Lung
Lesion variable is the best predictor for makinggmiosis about the present or absence of
TB. The categorical value ‘Yes’ on Active Specifiang Lesion is the most significant
predictor of TB. Besides, the results obtained fidacision tree method were compared
with the results from logistic regression methddvas able to show that the accuracy of
prediction for existence of TB disease or not s $hme in two methods. It has also been
observed that decision tree technique can provagsiication rules which can identify
the symptoms of TB. Therefore, decision tree meibddund to be advantageous for the
complex problems to make correct decisions accgrttinthe application used in this
dissertation. Moreover, an alternative decisiore traodel was constructed without
including X-ray result (Active Specific Lung Lesiomriable). Even though the results
from this was less accurate model using only pasesymptoms, the rules of this model
were useful for people who had not undergone mediwck-up at clinics in order to the
predict the present of TB. The classification rybesvided by the decision tree model
(without X-ray results) revealed that there is dtdyeadvantageous for the healthcare
centers which have no X-ray machine since thess retin be used to make the efficient
prediction for diagnosis. By using these rulesAppendix D), the field workers should
encourage the patient who has high likelihood of p@sitive to go to the nearest
healthcare center where X-ray machine, advancdthodagies for diagnosis and expert
technicians has.
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CHAPTER 1

INTRODUCTION

Since the late 1980s, data mining has become bttee anost valuable tools for
extracting and manipulating data and for estabigtpatterns in order to produce useful
information for decision-making. Generally, datanmg (sometimes called data or
knowledge discovery) is the process of mechanisnis tachniques to extract hidden
information from data. Technically, data miningtlie process of finding correlations or
patterns among dozens of fields (variables) indasational database

The successful organizations have the ability smage and plan for their future
activities and to retrieve facts that happen inrenir situation and problems. In today’s
competitive environment, organizations require caghpnsive business analysis support
that is easy to understand. Not only do organinati@quire improved data viewing, but
they also require the ability to find out inforn@atior knowledge in many different ways
in which it will provide the unique insight requirdo make decisions. Therefore, data
have now become central and even vital to an ozgéon’s survival.

In current situation, there are large amount @& @Gad complex structure of data
in many applications. Therefore, people encountanynproblems in order to extract
hidden and valuable knowledge from large amoundadf for their organization. Data
sets are often inaccurate, incomplete, and/or heglendant or insufficient information.
As a consequence, the analysis of data and usisgngxdata for correct prediction of
state of nature for use in similar problems has\l@eimportant and challenging research
area for many years. Data can be analyzed in \&neays. The types of information
obtained from data mining include associationsusages, classifications, clusters and
forecasts. Among these types, classification dérmation is an important part of
decision making tasks. Many decision making taskes iastances of classification
problem or can be formulated into a classificappooblem which includes prediction and
forecasting problems, diagnosis or pattern recagmitClassification problems can be
solved either by statistical method or data mimreghod.

The combination of data mining and statistical gsialis the search for valuable
information from large volumes of data. It is nowdaly used in healthcare industry. The
healthcare industry generates a great deal ofnrdbon regarding disease data that can

be collected and analyzed or mined to determinehiiden patterns. Those extracted

1. http:// www.Anderson.uda.edu./ faculty/ Jason.ffaeecher/ technologies/ palace/ datamining.htm



patterns are used to interpret the new or exidiigig into useful informatiorMedical
data mining has great potential for exploring thedban pattern in the data sets of the
medical domain. Medical diagnosis is regarded asngortant yet complicated task that
needs to be executed accurately and efficiently

Classification is one of the major tasks in theadatining field. Among the
available options in the data mining field, the mpspular models in medicine are
logistic regression, artificial neural network, atekision tree. Since the medical domain
classification problem is highly nonlinear in naurit is difficult to develop a
comprehensive model to take into account all thdependent variables using
conventional statistical modeling techniques. Femtiore, for some historical
information involved in millions of data it is geitdifficult to analyze. In this situation,
the problem is how to reduce the variables to aimah number that can completely
predict the response (outcome) variable. This stddgcribes an approach of using
multiple statistical analysis methods for data mgnand the purpose of this study is to
address the data mining algorithms to predict tidesis (TB) diagnosis by using
patients’ records.

1.1 Rationaleof the Study

Data analysis for predicting and forecasting basedlecisional information are
applicable in various areas especially in busineésglthcare and bioinformatics. The
ability to understand and to accurately predict tlag¢a value can lead to substantial
improvement in the overall aspect of the organaratiAlthough conventional regression
and time series analysis can perform the predictiecently, there has been a growing
interest in using data mining methods to analyzeé model for prediction. It becomes
important to know which data set will be applicalitg particular organization or
business and which technique can be used in oodeelect useful data from a vast
amount of data storage or database. For such reasas needed to examine how data
mining methods can be used to identify criticaldmctors in order to predict response
value.

The healthcare environment is still ‘informatiorhri but ‘knowledge poor’. The
medical data set which includes patient recordliffeeult to analyze because it consists
of huge volume and heterogeneity, temporality dadand high frequency of missing
values. These data need to be collected in an iaeghiorm. These collected data can

then be integrated to form which are ready to amalipr data mining. Applying data



mining technique to patient’s attribute (data sets)seful to build pattern or model that
can be used to make correct diagnosis (predictarg particular type of disease.

Tuberculosis, which a few decades ago, was corsidés be almost under
control, has once again become a serious world-midbBlem because of AIDS$.is one
of the leading causes of infectious disease muytalithe world, with recorded over two
million deaths annually and it is estimated thae-timrd of the world’s population is
latently infected. It is an infectious disease eaudy the bacillusMycobacterium
tuberculosis. This bacterium widely exists in humans, cattle, sheep and biAdisof the
organs in the body can be affected by tuberculd®is. most of the tuberculosis cases
occur in lungs.It typically affects the lungs (pulmonary TB) bwdrcaffect other sites as
well (extra-pulmonary TB)Lung tuberculosis can be seen on very wide ageerafigpm
new born babies to old people, everybody can lextdtl by this disease. Symptoms are
cough, fatigue, exhaustion, anorexia, night sweafiever (not exceeding 37.5 centigrade
degree), cavities and hemoptysis on advanced caiseslisease spreads in the air when
people who are sick with pulmonary TB expel baetefior example, by coughing.

Globally, 3.7% of new cases and 20% of previousdgated cases are estimated to
have Multidrug Resistant TB (MDR-TB). In 2011, teervere an estimated 8.7 million
incident cases of (globally, equivalent to 125 saper 100,000 population) and 1.4
million people died from TBGeographically, the burden of TB is highest in Aarad
Africa. India and China combined have almost 40%hefworld’s TB cases; the South-
East Asia and Western Pacific Regions of which they a part account for 60%. The
African Region has approximately one quarter ofwloeld’s cases, and the highest rates
of cases and deaths relative to population

Myanmar is one of the 22 TB high burden countriest faccount for 80% of all
new TB cases arising each year, and the 27 cosritreg account for 85% of the global
MDR-TB burden. Moreover, Myanmar is included in &k global priority countries for
TB/HIV due to a high and growing HIV prevalencenationwide TB prevalence survey
which was conducted in 2009-2010, revealed thaptbealence of TB in Myanmar was
two to three times higher than previously estimafgtese estimates were based on the
latest nationwide smear-positive TB prevalence eyiiconducted in 1994. Moreover, in
2006, a TB prevalence study was carried out in bangjvision, reporting an incidence
rate which was 2.3 times higher than the curresstjmated rate

According to the report of National Tuberculosi®gtamme (NTP) in 2014, the

observed prevalence of smear-positive TB was 1%1106,000 popultion and that of

2. World Health Organization (WHO), 2012. Global Trhdosis Report.
3. World Health Organization (WHO), 2012. Review loé tNational Tuberculosis Programme of Myanmar




bacteriologically positive TB 434 per 100,000 paidn and there was 43 per 100,000
population died from TB disease. In 2009, 134,0B3cases were notified (all new and
retreatment cases) corresponding to a case ntibiceate of 220 (all forms of TB) per
100,000 population. In the same year, 41,389 neeasipositive cases were reported or
70 cases per 100,000 population. The proportionesi smear-positive cases out of all
pulmonary cases was 30.9% and the proportion obgxilmonary cases out of all TB
cases was 23.6%. Out of all new and re-treatmesgscan 2009, 4.8% was re-treatment
cases. Male to female ratio was 2:1 in new smesitipe cases. The most affected age
group was between 25-54 years which representsntist active socio-economic age
group. In addition, states showed a significanilyghbr prevalence than regions, which
may be related to access to TB services. The TBapgrce was also higher in urban area
(especially Yangon) than rural ones.

The first nationwide drug resistant survey wasiedrout in 2002 showing 3.9%
MDR-TB among new cases and 15.5% MDR-TB amongeaattnent cases. The second
nationwide drug resistant TB survey was conduate2007 and showing 4.2% MDR-TB
among new cases and 10.0% MDR-TB among re-treatoasets. These preliminary data
indicate that MDR-TB transmission was still ongoibgt that the production of drug
resistant cases has leveled off, which was probabtgsult of Myanmar's successful
DOTS (Directly Observed Treatment, Short Coursedgmmme. Despite limited
resources for TB control, the NTP of Myanmar hasvdeed excellent basic TB control
services in 314 out of 325 townships (95% admiaiste DOTS coverage) during the last
few years.

The underlying research problem that necessitdtisdstudy is the existence of
high death rate of TB at a national level. As stdig the experts of the hospital, some of
the laboratory results of a TB suspected patiematandicate clearly the bacteria for TB.
Hence, by assuming the patients’ disease can behi8patient started the therapy for
the disease. After some weeks it may be discovéradit is wrongly diagnosed. This
leads to delay the control program of the diseasd, because of such kind of problems
lots of patients die.

The amount of data stored in medical databasesases exponentially with time.
The technological advancement resulted in the namagt of huge computerized data
acquisition and storage of databases contains hikidewledge that can be important and
useful for decision making. It is impossible andndi consuming to unravel this

knowledge. Moreover, improper conclusions ultimatehffect decision making.



Consequently, a need to use more efficient teckesigund to have or provide knowledge
in a comprehensive form as well as to arrive aiebeesults has developed from both the
owner and users of the data bases. This has ledet@xploration of a new field of
research called data mining.

However, the problem is that all those previouslistsiwere conducted by using a
very small proportion of the database. Besidesthimse studies, data analysis was
conducted by using simple statistical techniquesh(sas regression and verification
techniques). Since the analysis made by usingtivadi methods focuses on problems
with much more manageable number of variables asdsthan may be encountered in
real world databases, these techniques have linotgzhcity to discover new and
unanticipated patterns and relationships that adsleh in conventional relational
databases. Thus, this study investigated how tulmsis can be diagnosed using the
background history of the patients data availabl&mnion Tuberculosis Institute (UTI) by
applying the methods of data mining technology.

The study also provides an overview of the infororatliscovery techniques and
highlights some important statistical techniquesdus1 data mining for application to
healthcare, including cluster discovery methodsgliskic regression and decision tree
analysis. The purpose of this study is to addrkeesdata mining algorithms to predict
tuberculosis diagnosis using patients’ recordscofparative study for the performance

of the prediction of some data preprocessing algms was carried out in this study.

1.2  Objectivesof the Study

In data mining, the choice of technique meant taded in analyzing a data set
depends on the understanding the nature of datfaebgnalysts. The data preprocessing is
of crucial importance for data mining and it usyatarts with data exploration phase in
order to perform data understanding. Since mosthef existing data sets may have
different format and contain missing values, inaatel data, redundant data or
insufficient information, it is necessary for dateners to explore data as a first step of
data preprocessing. Moreover, there is a wealtdatd available within the healthcare
system. However, there is a lack of effective agialyools to discover hidden relationship
and trends in data. In this situation, the problenmhow to reduce the variables to a
minimal number that can completely predict the oese (outcome) variable and which
technique does the best for medical data setshireason, the following objectives are

set in this study:



1. To identify algorithms which can be applied in artle extract hidden and useful
information from existing databases or secondatg da

2. To examine the essence of data preprocessing dacexploration phase in data
mining

3. To find the classification rules which are useful mnedical field workers in order
to diagnose tuberculosis based on the best clestsiin algorithm using medical

symptoms of the patient.

1.3  Background

Data mining is an analytical tool that is usedswlving critical decisions by
analyzing the enormous amount of data in orderigooder relationships and unknown
patterns in the data. Data mining method is anrdlgo designed to analyze data or to
extract patterns from data. Most data mining mesheré based on concept from machine
learning, pattern recognition and statistics. Re$eas from different branches of
Mathematics, Statistics, Marketing and Atrtificiaitélligencé (Al) will use different
terminologies. Where a statistician sees dependamables, and artificial intelligence
researcher sees features and attributes, otheresmels and fields (Berry, M. J. A. and
Linoff, G. S., 2004).

The primary goal of data mining is to extract kneslde from data to support the
decision-making process. In order to apply succdlgsthe data mining solution must be
viewed as a process rather than a set of tooleabmiques. Many data mining process
methodologies are available. However, the varidepssdo not differ much from one
methodology to the other. Some standard processesCRISP-DM and SEMMA.
CRISP-DM stands for Cross-Industry Standard foraDMtning, is an industry standard
process consisting of sequence of steps that ardlysnvolved in a data mining study.
The other SEMMA is developed by SAS Institute. Td@onym SEMMA stands for
sample,explore, modify, model,assess. While each step of either approach is restatk
in every analysis, this process provides a goo@m@me of the steps needed, starting with
data exploration, data collection, data processiagalysis, inferences drawn, and
implementation (Olson, D. L. and Delen, D., 2008).

Data preparation or preprocessing is critical tonstruct successful
implementation of data mining. The purpose of geigparation is to decide data set (data
unit and data field) that is ready to use for datadeling phase. Once the data resources

available are identified, they are needed to becsadl, cleaned, built into the form

4. Artificial Intelligence is the branch of computaience concerned with making computer behave likadn.




desired and transformed (Olson, D. L. and Delen,2D08). Preprocessing of data in
preparation for classification and prediction canoive data cleaning to reduce noise or
handle missing values, relevance analysis to renmogkevant or redundant attributes,
and data transformation. Data preprocessing is mportant issue for both data
warehousing and data mining, as real world datd terbe incomplete, redundant, and
inconsistent.

The essential steps for data mining process apomtion stage and data
modeling stage. Exploration helps refine and retlitee discovery process. If visual
exploration does not reveal clear trends, one oquloee the data through statistical
techniques including factor analysis, correspondeartalysis, and clustering. Modeling
techniques in data mining include artificial neuratworks, decision trees, rough set
analysis, support vector machines, and statisticalels.

Final step for data mining is post-processing Whitcludes evaluation of model
performance. This is where the analyst evaluatesusgefulness and the reliability of
findings from the data mining process. In this ffiseep of the data mining process,
analyst assesses the models to estimate how wpkrforms. A common means of
assessing a model is to apply it to a portion ¢h dat put aside (and not used during the
model building) during the sampling stage. If thedal is valid, it should work for this
reserved sample as well as for the sample usedonstract the model. Predictive
accuracy, computational speed, robustness, saalabdind interpretability are five

criteria for the evaluation of classification anegiction methods.

1.4  Method of Study

In this study, an exploratory research through daaing techniques was
conducted in order to set rules using the datafsetedical field. This study focuses on
classification (diagnosis) of a particular dise&sepatient; existence or non-existence.
The medical data set used in this study is tubestsildiagnosis data set which was
obtained from Latha and Aung San townships, UTMiyanmar.This data set includes
patient’s records which are organized by symptohd® suspected patients and it
contains information about (659) patients who cam&T]I for their medical check-up.
Each of the patient record consists of (34) difiéreariables: one dependent variable
(outcome: TB or Non-TB) and (33) independent vdesb

In this study, two data mining techniques: decisitee for logic solution and

logistic regression for predictive data mining werged to develop the classification



models using a medical data set. First, data peegsing on this data set is performed by
using data cleaning methods, data transformatiotheds, missing value detection
methods and variable reduction methods which irelaldistering and chi-squares test.
After performing the preprocessing of data, theulted data set is split into two subsets:
training and testing sampfedraining sample is used for constructing the rhoae the
testing sample is used to compute its quality edmtion. The most common technique
used is called “cross-validation”, which is usedn@asure the accuracy of the two
prediction models for performance purpose. It sghie data into ten subsets, called folds.
In the first step, it reserves the first fold fasting: it uses data from folds 2-10 for
constructing the model and tests it on the firéd.f@hen it reserves the second fold for
testing; folds 1 and 3-10 are used for construdiiegmodel and fold 2 for testing it. This
process goes on for all folds, totaling 10 times.eAch step one fold is held out for
testing and others are used for training. Durirgding, test samples are supplied to the
model, having their class labels “hidden” and tttezir predicted class labels assigned by
the model are compared with their correspondingimal class labels to calculate

prediction accuracy.

15  Scopeand Limitations of the Study

The data from various sources such as insuranagp+finance, marketing and
healthcare can be analyzed by using data miningadstin order to find something new
in the existing data and to quickly pull out usabitormation. Cancer diagnosis data
under the medical field and loan data of micro4ficea were tried to use in this study. If
cancer diagnosis data would be obtained for thiglyst cancer disease which is
ambiguous to classify can be nearly predicted basethe record of cancer suspected
patients by using data mining methods. For mianesiice organizations, data mining
methods can help to decide the borrowers’ abibitypayback their loan based on their
profiles. Although there had been trials to obthiese types of data, it was impossible to
organize them due to the nature of organizationssanirces. Thus, this study focused on
the tuberculosis diagnosis in medical field only.

To cover all states and regions in the entire aguistimpossible because of the
limited time frame for this research and having ommication problems. For this reason,
the research focused on one region of the wholatcguwhich is Yangon region. The
choice of this region is due to the fact that Yandws large number of records on

tuberculosis suspected patients and high rate ofireence of tuberculosis disease in

5. Separating data into training and testing sets isrgortant part of evaluating data mining mod®lsre than 50% of the data
set is used for developing model and which is dallaining data set because this task is perfortoedain model in data
mining approach. After a model has been procesgedsing the training set, the model can be testlaking predictions
against the test set.



Myanmar. Therefore, this region will provide a gamlirce of data for this study. In this
study, information on tuberculosis suspected pttiemre obtained from Latha and Aung
San Townships under UTI in Yangon, Myanmar. Thessigection data on tuberculosis
diagnosis were organized from the representativiendga who came to UTI during the
period of £' September to 310ctober, 2013.

1.6  Organization of the Study

This study consists of six chapters. Chapter hasititroductory chapter in which
rationale of the study, objectives of the studycKgmound, method of study, scope and
limitations of the study, and organization of thtedy are presented. The rest of the
dissertation is organized as follows: Chapter 2/jies conceptual background and some
works on data mining. In Chapter 3, importance attad preprocessing and the
classification methods are reviewed. Chapter 4riless an introduction of the data set
used and the data preprocessing methodology entplfmyethis study. In Chapter 5,
classification models are built and comparisonsthed performance of the different
models are discussed. Based on the analysis int€h&p conclusion is drawn and
presented in Chapter 6.



CHAPTER 2

CONCEPTUAL BACKGROUND

The term, ‘Data’ (in singular, datum) comes frone thatin word which means
‘those that are given’. Data are any facts, number text that can be processed into
useful information or knowledge. In current sitoati there are large amount of data and
complex structure of data in many applications saslsales and marketing, healthcare/
medical diagnosis, supply chain management, procesgrol, bioinformatics and
astronomy. Therefore, people encounter many prablenorder to extract hidden and
valuable knowledge from large amount of data feirtiorganization. Data sets are often

inaccurate, incomplete, and/or have redundantsufiicient information.

21 DataMining

Data mining is a process used by organization hegge useful information from
raw data. Data mining aims to reveal knowledge abimeidata under consideration. This
knowledge takes the form of patterns within theadaiat embody the understanding of
the data. Patterns are also referred to as stas;tarodels and relationships. Data mining
has been defined from different perspectives bividdal authors as follows:
“Data Mining is the process of discovering meafuhgew correlations, patterns, and
trends by sifting through large amount of dataesdan repositories and by using pattern
recognition technologies as well as statistical amathematical techniques.” (Gartner
group, 2000)
“Data Mining is a new type of exploratory and potide data analysis whose purpose is
to delineate systematic relations between variablesre there are no (or incomplete) a
priori expectations as to the nature of theseioglat’ (Luan, J., 2002)
“Data mining is the process of exploration andlgsig, by automatic or semiautomatic
means, of large quantities of data in order to alisc meaningful patterns and rules.”
(Berry, M. J. A. and Linoff, G. S. 2004)
“Data Mining is the process of secondary analy$itame databases aimed at finding
unsuspected relationships which are of interesatue to the database owners.” (Murthy,
K. ., 2010).

The manual extraction of patterns from data hasumwed for centuries. Early

methods of identifying patterns in data include &sytheorem (1700s) and regression
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analysis (1800s). The proliferation, ubiquity andcreasing power of computer
technology has dramatically increased data cotiacstorage, and manipulation ability.

In the 1960s, statisticians used terms like “DathiRg” or “Data Dredging” to
refer to what they considered the bad practice mdlyaing data without a priori
hypothesis. The term “Data Mining” appeared aro®880 in the database community.
At the beginning of the century, there was a phfdseéabase mining”, trademarked by
HNC®, a San Diego-based company (now merged into (E)C® pitch their Data
Mining Workstation; researchers consequently turtoettlata mining”. Other terms used
include Data Archeology, Information Harvestingfommation Discovery, Knowledge
Extraction etc. Gregory Piatetsky-Shapiro (1989hed the term “Knowledge Discovery
in Databases for the first workshop on the topiatédmining” and this term became more
popular in Artificial Intelligence (Al) and Machinkeearning Community. However, the
term data mining became more popular in the busiaed press communities. Currently,
Data Mining and Knowledge Discovery are used iritangeably.

As data sets have grown in size and complexitgctli‘hands-on” data analysis
has increasingly been augmented with indirect,raated data processing, aided by other
discoveries in computer science, such as neuralomnks$, cluster analysis, genetic
algorithms (1950s), decision tree (1960s), and sdpyector machines (1990s). Data
mining is the process of applying these methodh te intention of uncovering hidden
patterns in large data sets. It bridges the gam fapplied statistics and artificial
intelligence (which wusually provide the mathemdtidaackground) to database
management by exploiting the way data is stored @diadovered by algorithms more
efficiently, allowing such methods to be appliect@r larger data sets.

There are slightly different underlying approachekere statistical methods
foremost are designed for hypothesis testing wdaka mining methods are more focused
on searching for the best among all possible hysath (Witten, 1. H. and Frank, E.,
2005). Traditional statistical analysis involvesapproach that is usually directed, in that
a specific set of expected outcomes exists. Thogeh is referred to as supervised
(hypothesis development and testing). Data minggin some way, an extension of
statistics, with a few artificial intelligence (ABnd machine learning twists thrown in.
Statistics is at the core of data mining- helpioglistinguish between random noise and
significant findings, and providing a theory fotiesating probabilities of predictions, etc
(Murthy, I. K., 2010). Classical statistical appcbas are fundamental to data mining.

Automated Al ways are also used. However, systematploration through classical

6. HNC, known as a “neural network” company, Sofevinc. is San Diego's largest software company @eklops predictive
software solutions for business-to-consumer serem®mpanies. These solutions allow companies to nmadxee intelligent and
profitable decisions and are marketed to industitesuding financial, insurance, retail, telecommuations and the Internet.

7. HNC and DARPA, beginning in 1998, have workeddaveloping “cortronic neural networks,” which wdukllow machines to
interpret aural and visual stimuli to think likerhans. The cortronic concept was developed by HNfBv&ce's chief scientist and
cc-founder. Robert Hec-Nielsen. HNC meraed with the Minneap-based Fair Isaac Corporation (FICO). a computelvaisaand
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statistical methods is still the basis of data mgniData mining covers the entire process
of data analysis, including data cleaning, prepamaand visualization of the results, as
well as how to produce predictions in real-time, &y using the combination of statistics
and data mining, the user enables to make effeatitiézation of the available
information, to gain a better understanding of plaest, and predict the future through
better decision making.

Both statistics and data mining are concerned we#rning from data and
transformation of those data into useful informatidata mining helps to find out the
patterns and associations between the variabldbeirdata and statistics helps to get
process that data to get useful information. Datang and statistics will inevitably grow
toward each other in the coming times because rdatag will not become knowledge
discovery without statistical thinking, statistiegll not be able to succeed on massive and
complex data sets without data mining approacheastfi, 1. K., 2010). Data mining is
most useful for prediction and scoring but not éassual statistical analysis (Luan, J.,
2002).

Data mining method is an algorithm designed toya®atiata or to extract patterns
from data. Most data mining methods are based awepmis from machine learning,
pattern recognition and statistics (Berry, M. J.ahd Linoff, G. S., 2004). There are
variety of mining methods and techniques includahgstering, decision trees, neural
network, rule induction, etc. Hence the main probis that there are still no established
criteria for deciding which data mining methods atethniques to use in which

circumstances.

2.2  Exploratory Data Analysis

Exploratory studies fall under the category of ictilke research. Exploratory
research is an important mechanism of generatimgvletuge, when the problem under
investigation is from a new research area and wdwgess to detailed qualitative or
guantitative data is available. Traditionally, mo$tthe researches have been dominated
by deductive research. Existing theories from weialisciplines are used to develop
hypothesis. Data are then collected through metbgds like a survey or a lab
experiment to test the hypotheses. One of the nsasdy researchers rely on such
confirmatory research is the lack of large sizeadat conducting exploratory research.
For exploratory research, large datasets are nedegamine patterns and to test the
models (Raja, U. 2006).
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The term exploratory data analysis was first usedthe psychological and
behavioral sciences. In brief, exploratory datalysis emphasizes flexible searching for
clues and evidence, whereas confirmatory data sisalstresses evaluation of the
evidence. It is concerned with both: the explomatapproach is focused on making the
data analysis in a stepwise manner, evaluatingaeh step the appropriateness of the
model and the data, and if necessary modifyingribdel and/ or the data basis. At each
step, new insight is gained in terms of correlaibetween objects or variables outlying
samples or the effects of preprocessing or numesthes important conditions necessary
to reach valid conclusions. The exploratory appnolets the results from the iterative
exploratory procedure help the analyst to definé fimd the combinations of analysis
conditions that provide the optimal understandihdata (Andersson, C. A., 2000).

The comprehensive book on exploratory data analygiSukey (1977) has the
following dictum “Exploratory data analysis can eewe the whole story, but nothing
else can serve as the foundation stone- as thesfep.” and in the same reference, the
necessity for confirmatory analysis is also strésJaikey compares the task of doing
exploratory analysis with that of detective lookifog clues and hints to be able to find
the truth.

Exploratory data analysis is an approach to datdysis that postpones the usual
assumptions about what kind of model the dataviolath the more direct approach of
allowing the data itself to reveal its underlyirtgusture and model. The exploratory data
analysis approach does not impose deterministravabilistic models on the data. On
the contrary, it allows the data to suggest adiiissmodels that best fit the data.
Exploratory data analysis techniques do not shareéhat rigor or formality. These
techniqgues make up for that lack of rigor by bewgyy suggestive, inductive, and
insightful about what the appropriate model shobkl These techniques are also
subjective and depend on interpretation which méferdfrom analyst to analyst,
although experienced analysts commonly arrive ettidal conclusions. The exploratory
data analysis approach often makes use of all\thigahle data. In this sense there is no
corresponding loss of information. Exploratory datelysis needs both the data mining
and the application of statistical tools for datacdvery. Since the essence of data
preparation for data mining is exploratory in natao the combination of statistical tools
with the data mining proving to be of worth in ex@ltory data analysis (Murthy, I. K.,
2010).
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2.3 DataMining Process

Although many data mining process methodologies au&lable, the various
steps do not differ much from one methodology toeaot Some standard processes are
CRISP-DM and SEMMA. CRISP-DM stands for Cross-IrtdyusStandard for Data
Mining, is an industry standard process consistiigequence of steps that are usually
involved in a data mining study. The other SEMMAdsveloped by SAS Institute.
(Olson, D. L. and Delen, D., 2008).

2.3.1 CRISP-DM Methodology

The CRISP-DM project began in mid-1997 and wasdé&ah in part by the
European commission. This model consists of sisehantended as a cyclical process as
in Figure (2.1) (Olson, D. L. and Delen, D. 200B)ese six phases are:

1. Business Understanding

This initial phase focuses on understanding thejepto objectives and
requirements from a business perspective, anddbewverting this knowledge into a data
mining problem definition, and a preliminary plagsthned to achieve the objectives.

2. Data Understanding

The data understanding phase starts with an irda#h collection and proceeds
with activities to become familiar with the data, identify data quality problems, to
discover first insights into the data, or to deiaet¢resting subsets to form hypotheses for
hidden information.

3. Data Preparation

The data preparation phase covers all activitieotwstruct the final data set (data
that will be fed into the modeling tool(s)) frometimitial raw data. Data preparation tasks
are likely to be performed multiple times, and moany prescribed order. Tasks include
table, record, and attribute selection as wellrassformation and cleaning of data for

modeling tools.
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Business A Data
understanding + undaratanding

Modeling

Evaluation

Figure(2.1) TheCRISP-DM M odel
Source: Olson D. L. and Delen D., 2008
4. Modeling

In this phase, various modeling techniques arectsleand applied, and their
parameters are calibrated to optimal values. TYlgictnere are several techniques such
as clustering, regression trees, decision treenandal networks for the same data mining
problem type.

5. Evaluation

At this stage in the project the model (or moddig)lt appears to have high
qguality from a data analysis perspective. Beforecpeding to final deployment of the
model, it is important to evaluate the model mdmeraughly, and review the steps
executed to construct the model to be certainoperly achieves the business objectives.
6. Deployment

Creation of the model is generally not the endhefproject. Even if the purpose
of the model is to increase knowledge of the didwa,knowledge gained will need to be
organized and presented in a way that the custoareuse it.

2.3.2 SEMMA Methodology
The SEMMA analysis cycle guides the analyst throthgh process of exploring
the data using visual and statistical techniques)storming data to uncover the most
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significant predictive variables, modeling the abies to predict outcomes, and assessing
the model’'s accuracy by testing it with new d#tapictorial representation of SEMMA is

given in Figure (2.2) (Olson, D. L. and Delen, P008). This model has five steps.

Sampling
SAMPLE yesino
y
EXPLORE Data Clustering
visualization Associaton
Variable Data '
MODIFY selection transformation
creatiot
v v v I}
Neural Tree-based Logistic Ot_he_r
MODEL networks models models statistics
models
Model
ASSESS assessment
Figure(2.2) TheSEMMA Modé
Source: Olson D. L. and Delen D., 2008
1. Sample

This is where a portion of a large data set (bigugih to contain the significant
information yet small enough to manipulate quicksy®xtracted.

The standard process of data mining is to takelénge set of data and divide it,
using a portion of the data (the training®séor development of the model (no matter
what modeling technique is used), and reservingréign of the data (the test set) for
testing the model that’s built. In some applicasi@nthird split of data (validation set) is
used to estimate parameters from the data. Byidiyithe data and using part of it for
model development, and testing it on a separat@fsdata, a more convincing test of
model accuracy is obtained. This idea of splittthg data into components is often
carried to additional levels in the practice ofadatining. Further portions of the data can

be used to refine the model.
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2. Explore
This is where the analysearched for unanticipated trends and anomaliesdier to

gain a better understanding of the data set. Atenpling data, the next step is to explore
them visually or numerically for inherent trends gyoupings. Exploration helps refine
and redirect the discovery process.
3. Modify

This is where the analyst creates, selects, andftrans the variables upon which
to focus the model construction process. Basedhendiscoveries in the exploration
phase, one may need to manipulate data to inchidemation such as the grouping of
data unit and significant subgroups, or to intraueew variables. It may also be
necessary to look for outliers and reduce the nurobeariables, to narrow them down to
the most significant ones.
4. Model

This is where the analyst searches for a variaimebination that reliably predicts
a desired outcome. Modeling techniques in datangimclude artificial neural networks,
decision trees, rough set analysis, support veotmhines, logistic models, and memory-
based reasoning.
5. Assess

This is where the analyst evaluates the usefulagadsthe reliability of findings
from the data mining process. In this final stegh#f data mining process user assesses
the models to estimate how well it performs.

The following table illustrates the comparisonwbtmodels.

Table (2.1)
Comparison of CRISP-DM and SEMMA
CRISP SEMMA Description
Business Understanding Assumes wellq Goals are defined

defined question Develop tools to better utilize problem report

Data understanding Sample Looked at data in problem reports
Explore
Data preparation Modify data Data pre-processing: Data field selection

Data cleaning
Data transforroati

Modeling Model Data modeling
Evaluation Assess Analyzing results
Deployment

Source: Olson D. L. and Delen D., 2008
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The SEMMA approach is completely compatible witle ICRISP-DM approach
and SEMMA approach was used in this study.

24 Data Mining Tasks
Depending on the desired outcome, several datgsasaéchniques with different

goals may be applied successively to achieve aedkesesult for various tasks. The data
mining tasks typically fall into the general categs listed below (Jackson J., 2002).

1. Data Summarization
Segmentation
Classification
Prediction

o b 0N

Dependency analysis

Data Summarizatiogives the user an overview of the structure of daga and is
generally carried out in the early stages of agutojThis type of initial exploratory data
analysis can help to understand the nature of dtee ahd to find potential hypotheses for
hidden information.

Segmentatiorseparates the data into interesting and meanirsgfiolgroups or
classes. In this case, the analyst can hypothegi#ain subgroups as relevant for the
business question based on prior knowledge or basede outcome of data description
and summarization. Automatic clustering techniqoas detect previously unsuspected
and hidden structures in data that allow segmemtati

Classificationassumes that a set of objects—characterized by sttnilgutes or
features—belong to different classes. The clasel lmba discrete qualitative identifier
(large, medium, or small). The objective is to Huilassification models that assign the
correct class to previously unseen and unlabelgettsh Classification models are mostly
used for predictive modeling.

Predictionis very similar to classification. The differencsethat in prediction, the
class is not a qualitative discrete attribute babatinuous one. The goal of prediction is
to find the numerical value of the target attribfde unseen objects; this problem type is
also known as regression, and if the predictionsde#h time series data, then it is often
called forecasting.

Dependency analysisleals with finding a model that describes significa
dependencies (or associations) between data itemgeats. Dependencies can be used to

predict the value of an item given information dhey data items. Dependency analysis
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has close connections with classification and ptexh because the dependencies are
implicitly used for the formulation of predictiveadels.

These tasks can be further divided into two majategories: predictive and
descriptive tasks. Classification and predictioe predictive in their nature, while data
summarization, segmentation, clustering and depwydeanalysis can be seen as

descriptive.

25 DataMining Techniques

Data mining combines techniques from machine lagrnstatistics, pattern
recognition, database theory, and visualizatioextbact concepts, concept interrelations,
and interesting patterns automatically from largeporate database$he selection of
data mining techniques mainly depends on the typdata used for mining and the
expected outcome of the mining process. The doergerts play a significant role in the
selection of technique and algorithm for data ngnin

Some of the commonly used statistical analysisriecies and machine learning
algorithms which are used for performing data ngniasks which are descriptive tasks
and predictive tasks are presented below:
Descriptive and Visualization Techniques include simple descriptive statistics such as:
averages and measures of variation, counts aneémgages, and cross-tabs and simple
correlations. They are useful for understandingstnecture of the data. Visualization is
primarily a discovery technique and is useful foterpreting large amounts of data;
visualization tools include histograms, box pletsatter diagrams, and multi-dimensional
surface plots (Jackson, J., 2002).
Cluster Analysis seeks to organize information about variables sat tielatively
homogeneous groups, or "clusters,” can be formbd. goal of clustering is to identify
clusters of records that exhibit similar behaviergharacteristics hidden in the data. The
clusters may be mutually exclusive and exhaustive may consist of a richer
representation such as hierarchical or overlappetggories (Guo, L., ASA, 2002). In
clustering, there is no pre-classified data anddmstinction between independent and
dependent variables. Clustering can be said asifidation of similar classes of objects.
By using clustering techniques, overall distribatipattern and correlations among data
attributes (features or variables) can be discaver€lustering can be used as
preprocessing approach for other tasks such alsuagtrsubset selection and classification
(Ramageri B. M., 2010).
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Correlation refers to any of a broad class of statistical refethips. Correlation is a
statistical method used to assess a possible liagsociation between two or more
variables. It is simple both to calculate and ttenpret. Correlation is measured by a
statistic called the correlation coefficient, whiclpresents the strength of the linear
association between the variables in questiors & dimensionless quantity that takes a
value in the range -1 to +1.

Neural Networks is a class of systems modeled after the human .bAsnthe human
brain consists of millions of neurons that aremdennected by synapses, neural network
is formed from large numbers of simulated neurapnsnected to each other in a manner
similar to brain neurons. As in the human brair, strength of neuron inter-connections
may change (or be changed by the learning algoyithmesponse to a presented stimulus
or an obtained output, which enables the networkdarn”. A disadvantage of neural
network is that building the initial neural netwartodel can be especially time-intensive
because input processing almost always means #vatdata must be transformed.
Variable screening and selection requires largeususoof the analysts’ time and skill.
Also, for the user without a technical backgroufiguring out how neural networks
operate is far from obvious.

Case-Based Reasoning is a technology that tries to solve a given probleynmaking
direct use of past experiences and solutions. A sagsually a specific problem that was
encountered and solved previously. Given a padicumlew problem, this technique
examines the set of stored cases and finds simaias. If similar cases exist, their
solution is applied to the new problem, and thebjmm is added to the case base for
future reference. A disadvantage of this methatthas the solutions included in the case
database may not be optimal in any sense becaegeth limited to what was actually
done in the past, not necessarily what should baea done under similar circumstances.
Therefore, using them may simply perpetuate eartistakes.

Genetic Algorithms operates through procedures modeled upon the ewadny
biological processes of selection, reproductiontation, and survival of the fittest to
search for very good solutions to prediction arabsification problems. It is used in data
mining to formulate hypotheses about dependenoitwden variables in the form of
association rules or some other internal formalisndisadvantage of this technique is
that the solutions are difficult to explain. Algbey do not provide interpretive statistical
measures that enable the user to understand whygrdeedure arrived at a particular

solution.
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Decision Trees are like those used in decision analysis where eachterminal node
represents a test or decision on the data itemidenesl. Depending on the outcome of
the test, one chooses a certain branch. To claagfyrticular data item, one would start
at the root node and follow the assertions dowil arterminal node (or leaf) is reached;
at that point, a decision is made. Decision treeaiao be interpreted as a special form of
a rule set, characterized by their hierarchicalaoization of rules. A disadvantage of
decision tree is that trees should never be usttdsmall data sets.

Association Rules are statements about relationships between thbudés of a known
group of entities and one or more aspects of tleosiéies that enable predictions to be
made about aspects of other entities who are nibteirgroup, but who possess the same
attributes. Association rule mining finds interagti associations and/or correlation
relationships among large set of data items. Hpe bof finding helps businesses to make
certain decisions, such as catalogue design, arasgeting and customer shopping
behavior analysis (Ramageri B. M., 2002). Assooiatrules shows attributed value
conditions that occur frequently together in a gidataset. It is useful for determining
correlations between attributes of a relation ameehapplications in marketing, financial,
and retail sectors. It's typical application is ketrbasket analysis, where the technique is
applied to analyze point-of sales transaction datalentify product affinities. A retalil
store is usually interested in what items sell thge therefore it can determine what
items to display together for effective marketidgsociation rule is also known as link
analysis and it is often applied in conjunctionhmitatabase segmentation or clustering
(Guo, L., ASA, 2010).

Discriminant Analysis is used to predict membership in two or more miuatclusive
groups from a set of predictors, when there is atunal ordering on the groups. It is a
technique for classifying a set of observations imto or more predefined classes. The
purpose is to determine the class of an observétg@ed on a set of variables known as
predictors or input variables (analogous to indéjah variables in regression). The
model is built based on a set of observations foickvthe classes are known. This set of
observations is sometimes referred to as the t@giset. Based on the training set, the
technique constructs a set of linear functionshef predictors, known as discriminant
functions. These discriminant functions are usepréalict the class of a new observation
with unknown class.

Factor Analysis is useful for understanding the underlying reasionsthe correlations

among a group of variables. The main applicationgactor analytic techniques are to
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reduce the number of variables and to detect streicin the relationships among
variables; that is to classify variables. Therefdagtor analysis can be applied as a data
reduction or structure detection method. In an @gtbry factor analysis, the goal is to
explore or search for a factor structure (JacksopQD2).

Principal Component Analysis allows the analyst to use a reduced number o&lkas in
ensuring analysis and can be used to eliminatauh#er of variables, though with some
loss of information. However, the elimination ohs® of the original variables should not
be a primary objective when using principal compadranalysis.

It also allows figuring correlations between vatesbwhich will permit the model

builder to group those variables or to choose thable that will represent best. The
calculation of pairwise correlation coefficientsndae used as a technique to exclude the
variables that have a relatively low and insigmfit correlation with the target variable.
Principal component analysis is very useful whesréhare many independent variables
and when those independent variables are highlyeleded between them. Principal
Component Analysis is a linear algebra techniguednmtinuous attributes that finds new
attributes (principal components) characterized(fty:Being linear combinations of the
original attributes, (2) Orthogonal to each othed &3) Capture the maximum amount of
variation in the data (Salame E. J., 2011).
Regression Analysis is a statistical tool that uses the relation betwé®&o or more
guantitative variables so that one variable (depehdariable) can be predicted from the
other variable(s) (independent variables). Thealde which is necessary to estimate is
referred to as dependent, while the variable usetthé model to predict the dependent
variable is called independent. However, the nundfgvotential independent variables
may be unlimited and the model is referred to aftip@ regression if it involves more
than one independent variables. Logistic regressiased when the response variable is
gualitative outcome. Although logistic regressiamds a "best fitting" equation just as
linear regression does, the principles on whiathoés so are rather different. Instead of
using a least-squared deviations criterion for libst fit, it uses a maximum likelihood
method, that is, it maximizes the probability oftaihing the observed results given the
fitted regression coefficients. Because logistgression does not make any assumptions
about the distribution for the independent variableis more robust to violations of the
normality assumption (Jackson J., 2002).

Table (2.2) is a matrix that summarizes the dataingi analysis tasks and the

techniques used for performing these tasks.
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Table(2.2)
Data Mining Tasks and Techniques
Data Mining a_nd Statistical Data Segmen- | Classifi- Prediction Dependency
Techniques Summarization | tation cation Analysis
Descriptive and visualization v v v
Cluster Analysis v
Correlation Analysis v
Neural Networks v v v
Case-Based Reasoning v
Genetic Algorithms v v v
Decision Trees v v
Association Rules v
Discriminant Analysis v
Factor Analysis v v
Principle Component Analysig v
Regression Analysis v v

Source: Own Compilation

26  Usesof Predictive Data Mining

Even if the number of data mining tasks and theenaimthe tasks vary slightly,
they all cover the same concept. These tasks cdhefube divided into two major
categories: predictive and descriptive tasks (BeévtyJ. A. and Linoff, G. S., 2004). The
ultimate goal of data mining is prediction and pecéde data mining is the most common
type of data mining. Data mining has a wide rande applications, including
manufacturing, finance, telecommunications, biaimfatics, and neuronal studies. In
manufacturing, data mining methods are widely im@ated to predict the outcome of
manufacturing process such as defective partanémée, credit analysis and prediction
of loan payments are always critical to the businek financial firms. Data mining
methods assist the firms to evaluate risk of tbegtomers and also identify the important
factors and eliminate irrelevant factors. In telaoaunications, data mining aids
providers to facilitate their churn detection aitites and analyze fraudulent patterns and
any unusual activities. Data mining methods alqupstt researchers to better understand
the biological process (molecular patterns, DNA a@mdtein sequences). Data mining
methods have been applied to discover gene expregsitterns and identify complex
disease genes. The following are the some exangpleew data mining can be used in

specific application area.
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Credit Scoring: This problem, also called credit evaluation, isatempt to classify
applicants for credit into either “good” or “badsk classes. In this case, customers apply
to a bank for a loan or credit card. These custersapply the bank with information
which includes age, income, employment history,catlan, bank accounts, existing
debts, etc. The bank does further background chézkestablish credit history of
customerBased on this information, the bank must decidetidreto make the loan or
issue the credit cardlhe bank has a large database of existing andcpagimers. Some
of these defaulted on loans; others frequently mlatke payments etc. An outcome
variable “Status” is defined, taking valué¢good” or “default”. Each of the past
customers is scored with a value for staB@ckground information is available for all
the past customerblsing data mining techniques, a risk prediction elaén be built by
taking as input the background information, andpatg a risk estimate (probability of
default) for a prospective customer.

Churn Prediction: When a customer switches to another provider, ¢his be called
“churn” . Examples are cell-phone service and credit ceodliglers. Based on customer
information and usage patterns, the probabilitghafrn and the retention probability (as a
function of time) can be predicted. This informatican be used to evaluate prospective
customers to decide on acceptance and presentnmrstao decide on intervention
strategy.

Healthcare: The first one is treatment effectiveness in healthc Data mining
applications can be developed to evaluate the tefeaess of medical treatments. By
comparing and contrasting causes, symptoms, anmde®of treatments, data mining can
deliver an analysis of which courses of action praffective. In such a case, the
outcomes of patient groups treated with differemtgdregimens for the same disease or
condition can be compared to determine which treatmywork best and are most cost-
effective. Another one is to determine whetherghtient has a heart condition. Based on
the attributes which consists of age, sex, chasttgpe, blood pressure, cholesterol, level
of fasting blood sugar < 120, resting ECG, maxinheart rate, induced angina, old peak,
slope, number of colored vessels etc., a heartitonatan be decided.

Market Basket Analysis. In a supermarket, suppose as a manager, he maiolikarn
more about the buying habits of the customershigdase, the problem is how to decide
groups or sets of items customers are likely taipase on a given trip to the store. To
answer this question, market basket analysis fraso@ation rule mining may be

performed on the retail data of customer transactfzansaction dataset include
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transaction ID, and items from customer who bougbte than 1 item) at store. The
result may be used to plan marketing or advertisingtegies as well as catalog design
different store layouts. In one of the strategyms that are frequently purchased together
can be placed in close proximity in order to furtlke@courage the sale of such items
together. Market Basket Analysis can help retaiterplan which items to put on sale at
reduced prices.

Customer Relationship Management: A company has collected data showing how much
of their product consumers buy. For each consuthercompany has demographic and
economic information which include age, gender, cation, hobbies, income and
occupation. Since the company has a limited budgetpany’s managers want to
determine how to use the demographic data to gredicch people are the most likely
buyers of product thus manager can focus advegtismthat group. Some data mining
techniques (decision tree, support vector machitae)be used for this type of analysis

because it show which combination of attributes pesdict the purchase of the product.

2.7  Importance of Preprocessing in Data Mining

It is unrealistic to expect that data will be petfafter they have been extracted.
Since good models usually need good data, a thbralganing of the data is an
important step to improve the quality of data mghmethods.

The data preprocessing is critical to constructessful implementation of data
mining. Some selected data sets may have diffdoentats and contain missing values
because they are chosen from different data saufbespurpose of data preprocessing is
to decide data set (data unit and data field), ithaeady to use for data modeling phase.
There are many statistical methods and visualizatols that can be used to preprocess
the selected data. Common statistics, such as nsaxirminimum, mean, and mode can
be readily used to aggregate or smooth the datde wbatter plots and box plots are
usually used to filter outliers. More advanced tegbes (including regression analysis,
cluster analysis, decision tree, or hierarchicablysis) may be applied in data
preprocessing depending on the requirements fogulsty of the selected data. Because
data preprocessing is detailed and tedious, it ddma great deal of time. In some cases,
data preprocessing could take over 50% of the tifnthe entire data mining process.
Shortening data preprocessing time can reduce wiutie total computation time in data
mining. Once the data resources available are ifthtthey are needed to be selected,
cleaned, built into the form desired and transfatrf@lson, D. L. and Delen, D., 2008).
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2.7.1 Data Selection

Deciding on data to be used for analysis is @¢=g8dn data preparation for data
mining. Criteria include relevance to the data mgnigoals, quality and technical
constraints such as limits on data volume or dgbas. Note that data selection covers
selection of attributes (columns) as well as s&lacbf records (rows) in a data table
(Jackson, J., 2002). When there is a reductiohemumber of columns, there is variable
or feature reduction and when there is reductioiénnumber of rows, the sample points
or records are reduced.

The inclusion of variables in a model is not anyetask. Some criteria for
variable selection considered by Salame (2011) are:

1. Is the variable legal?

2. Is it reasonable and factual?
3. lIsit easily interpreted?

4. Is it difficult to manipulate?

The selected variables for the relevant data shbelthdependent of each other.
Variable independence means that the variablesotlcantain overlapping information.
A careful selection of independent variables cakenteasier for data mining algorithms
to quickly discover useful knowledge patterns

Data analysts need to guard against multicollibhgaa condition where some of
the predictor variables are correlated with eatieiotMulticollinearity leads to instability
in the solution space, leading to possible incaftenesults, such as in multiple
regression, where a multicollinear set of predgtoan result in a regression that is
significant overall, even when none of the indiawariables are significant. Even if
such instability is avoided, inclusion of variabldsat are highly correlated tends to
overemphasize a particular component of the maiete the component is essentially
being double counted. The use of too many predicaniables to model a relationship
with a response variable can unnecessarily coniplitee interpretation of the analysis
and violates the principle of parsimony: that oheutd consider keeping the number of
predictors to a size that could easily be integaretAlso, retaining too many variables
may lead to over-fitting, in which the generalitiytbe findings is hindered because the
new data do not behave the same as the trainigfaiatll the variables (Larose, D. T.,
2005).

Further, analysis solely at the variable level mighiss the fundamental

underlying relationships among predictors. For eplamseveral predictors might fall
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naturally into a single group (a factor a component) that addresses a single aspect of
the data.

In order to perform data selection, dimension rédacmethods are used to
reduce variables or features. Dimension reducti@hods have the goal of using the
correlation structure among the predictor variabbegccomplish the following:

» To reduce the number of predictor components
* To help ensure that these components are independen
* To provide a framework for interpretability of thesults
Data reduction methods include simple tabulatiggregation, clustering, factor

analysis, principal component analysis, discrimiraralysis and correlation analysis.

2.7.2 DataCleaning

The purpose of data preprocessing is to clean teeletata for better quality.
Some selected data may have different formats lsecthey are chosen from different
data sources. Cleaning involves identification oissimg, inconsistent, or mistaken
values. Some entries are clearly invalid, causeeither human error or the technical
errors. Those errors that are correctable are c@edelf all errors detected for a report are
not corrected, that report is discarded from thelst In general, data cleaning means to
filter, aggregate, and fill in missing values. Bitefing data, the selected data are
examined for outliers and redundancies. Redundatd @re the same information
recorded in several different ways. By aggregatiatpa, data dimensions are reduced to
obtain aggregated information. Note that althoughaggregated data set has a small
volume, the information will remain. Missing datancalso be a particularly pernicious
problem. Especially when the data set is smalherrtumber of missing fields is large,
not all records with a missing field can be deldredn the sample.By smoothing data,
missingvalues of the selected data are found and newasonable values then added.
These added values could be the average (mean)enwhkthe variable (for continuous
variable) or the mode (for categorical variable)mfssingvalue often causes no solution
when a data-mining algorithm is applied to discaber knowledge patterns (Olson, D. L.
and Delen, D., 2008).

Six methods were suggested by Han and Kamber (20G#)the missing values:

1. Ignore the record
2. Fill the missing value manually

3. Use global constant
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Replace the missing value with the mean
Replace the missing value with the mean of all daspf that category

Use the most likely value through the help of regren

2.7.3 Data Transformation

In data preparation, data transformation is to wmple mathematical
formulations to convert different measurementsedéced and cleaned data into unified
numerical scale for the purpose of data analysiseims of representation of data, data
transformation may be used to (1) transform frormercal to numerical scales, and (2)
recode categorical data to numerical scales. Camorefor transformation is to eliminate
differences in variable scales (Olson, D. L. andeBeD., 2008).

As always when performing simple linear regressibe, first thing an analyst
should do is to construct a scatter plot of thepoese versus the predictor to see if the
relationship between the two variables is indeeddr. If the relationship is not linear, it
would not be appropriate to model the relationglepveen two variables using a linear
approximation such as simple linear regressionhSumodel would lead to erroneous
estimates and incorrect inference. Thus, an analyglies transformations to all of the
numerical variables that require it, to induce dineelationship between two variables.
The analyst may choose from the transformations siscthe natural log transformation
and the square root transformatiéior the variables which contain only positive ey
the natural log transformation can be applied. Herefor the variables that contained
zero values as well as positive values, the squartetransformation can be applied, since
In(x) is undefined fox = O (Larose, D. T., 2005)

Many data mining techniques are sensitive to thales®of the variables
(attributes).The data values have to be transformeatder to generate new analytical
variables and to fix skewed variable distributiofhis is easily handled by normalizing
(equation 2.1). If the maximum (max) and minimumin)mvalues are not known,
standardizing (equation 2.2) can be used to tramsédl variables so they get zero mean
and unit variance. Below, X is the variable to Ensformed Xthe new value of X1 is

the mean and is the standard deviation:

r_ x—min (X)
X = max(X)—-min(X) (2'1)

x’: ﬂ 12.
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The result of successful data preprocessing foa daihing is to improve the
quality of the data which will help in improvingh#® accuracy and efficiency of the
subsequent mining process”. In fact, analyst judgmes critical to successful
implementation of data mining. Proper selectiomatia to include in searches is critical.
Data transformation also is often required. Too ynaariables produce too much output,
while too few can overlook key relationships in tteta. Fundamental understanding of
statistical concepts is mandatory for successftd daning (Olson, D. L. and Delen, D.,
2008).

2.8  Feature (Dimensionality) Reduction Methods
Feature reduction is the process of reducing timelbew of random variables under

consideration, and can be divided into featurectiele and feature extraction (Verbeek,
J.J. 2004). In order to improve the efficiency, tlwgsy (such as outliers, incorrect format
and inconsistent) and redundant data may be remervédninimize the execution time, it
is needed to reduce the number of variables itiggnal data set.

The entire process of model building for classtima begins with collection of
evidence acquired from various data sources or hwaies. In the ideal situation, the
data should be of low-dimensionality, independerd discriminative so that its values
are very similar to characteristics in the samea<laut very different in features from
different classes. Raw data hardly satisfies thesaditions and therefore a set of
procedures called feature selection and featuraetidn is required to provide a relevant
input for classification system.

The terminology used in the area of feature redactethods varies throughout
the literature. In this study, the term feature uan is used as a general term
comprising both, feature selection and feature aexttn methods. The term feature
selection is reduction of the dimensionality byes@ihg attributes that are a subset of the
old, original variables and the term feature exioacis reduction of the dimensionality
by using low-rank approximation techniques to aeaew attributes that are a
combination of the old, original variables. In athigerature, feature extraction is
sometimes also referred to as feature transformationensionality reduction or feature
construction.

As the dimensionality of data increases, many dypé data analysis and
classification problems become significantly hardéris can lead to problems for both
supervised and unsupervised learning. Featuraaidn and feature (subset) selection
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methods are two types of techniques for reducimgattribute space. While in feature
selection a subset of the original attributes israeted, feature extraction in general
produces linear combinations of the original atttéset. In both approaches, the goal is
to select a low dimensional subset of the attribspace that covers most of the
information of the original data. During the lastays, feature selection and feature
extraction techniques have become a real preréguier data mining applications

(Janecek, A., 2009).

Feature selection has been an active researchitopgcent times. This is an issue
of great concern to researchers in pattern redognistatistics as well as data mining
areas. It is due to the fact that the data setsgbgenerated are of high dimensionality.
The rationale behind feature selection is to ch@osebset of input variables by removing
features with little or no predictive informatiofthis is considered as a preprocessing
stage to data mining with the objectives of inciegdearning accuracy, improving the
performance of predictors, providing faster and eneost-effective predictors, and
providing better understanding of the underlyinggass that generated the data. It is
intuitively reasonable from these objectives takhihat large number of features is not
informative because they are either irrelevant estundant to the prediction model
(Danso, S. O., 2006). In medical data mining, Ueatselection methods have been
widely used to find attribute value that are mastagiated with a disease or subtype of
certain disease.

Feature extraction refers to algorithms and tearsqvhich create new attributes
as (often linear) combinations of the original ibtites in order to reduce the
dimensionality of a data set. Rather than selecangubset of the features, these
techniques involve some type of feature transfaonatand aim at reducing the
dimension such that the representation is as tdits possible to the original data set, but
with a lower dimension and removed redundancy. Bseathe new attributes are
combinations of the original ones, the transfororaprocess is also referred to as feature
construction or feature transformation. This prgcekconstructing new features can be
followed by or combined with a feature subset s@agrocess- the original feature set is
first extended by the newly constructed featurasthen a subset of features is selected.
Adding newly computed features to the originalilatites can increase the classification
results achieved with these feature sets morerégaacing the original attributes with the

newly computed features (Janecek, A., 2009).
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Feature (dimension) reduction techniques are usdéidd compact representation
of data by mapping each point to a lower dimengiooatinuous vector. A representation
of the data in fewer dimensions can be advantagewusirther processing of the data.
However the reduction of the number of dimensiohsu&l not result in loss of
information relevant to the task at hand. Thusreh® a trade-off between the advantages
of the reduced dimensionality and the loss of imfation incurred by the dimension
reduction (Verbeek, J.J, 2004).

29 SomeWorkson Data Mining

There are several studies for comparing the padace of model developed by
using modeling techniques. One of the studies exadnthe performance of ordinary
least squares (OLS) model and neural network mimdsee which model does a better
job to predict the changes in stock prices (TjuhgC., Kwon,O., Tseng, K. C. and
Bradly, J., 2011). They also identified criticaledictors to forecast stock prices to
increase forecasting accuracy for the professionatse markets. OLS is a linear model
that has relatively high forecasting error to fastca non-linear environment in the stock
markets. OLS model can only trace one independahle at a time. On the other hand,
neural network model has a high precision, imprgvimediction in non linear setting,
and addressing problems with a great deal of coxtplelrherefore they concluded that
neural network does a better job compared to OLSlemoFor further direction,
recommendations were made to include more techsituénd the best model for the
financial forecasting purpose.

Kao and Chih (2001) stated that the classificasind regression tree (CART) and
the analytical neural networks provide an alteuatio logistic regression, especially
when the relationship between dependent and indiepemttributes are non linear. Their
decision to use CART is based on a previous sthdi dtated that CART is essentially
non-parametric.

Delen et al. (2004) compared two data mining meth@teural network and
decision trees) and a statistical one (logisticgsgion) with respect to their applications
in medicine. The experiments proved that the decidrees are the most accurate
predictors, with the neural networks to be the sdcand logistic regression to be the
third. The authors focused also on traditional rméshof medical prognosis as a method
which encompasses estimations of potential contpies and recurrence of the disease.

The traditional statistical methods: Kaplan-Megsttor Cox-Propositional hazard models
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are being gradually replaced by the data minindprieies and knowledge discovery.
Finally, the authors mentioned several problemsiasdes that may arise while mining
the breast cancer data. First of all it is the fogteneity of the data that constitutes a
problem to data mining algorithms. The data carp @& incomplete, redundant,
inconsistent and imprecise. Thus preparation ofitita may require more data reduction
than in case of the data from other types of saur€ke authors concluded that the data
mining, being a powerful tool, still requires a hamto assess the results in terms of
relevance, applicability and importance of the astied knowledge.

Another study was conducted by Razi and AthapgQ05). They performed a
three-way comparison of prediction accuracy invadvinon-linear regression, neural
networks and CART models. The prediction errorshese three models are compared
where the dependent variable is continuous andigioedvariables are all categorical.
They recommended that neural networks and CART tmaga®duced better prediction
accuracy than non linear regression model. Howenadther neural networks nor CART
model showed any clear advantage of one over tier.ot

Chang and Liou (2007) conducted on the investigabf the application of
artificial intelligence and data mining techniquies the prediction models of breast
cancer. The artificial neural networks, decisioaeirlogistic regression, and genetic
algorithm were used for the comparative studiesthadaccuracy and positive predictive
value of each algorithm were used as the evaluatiditators. The authors used 699
records which acquired from the breast cancer migtiat the University of Wisconsin, 9
predictor variables, and 1 outcome variable fordh& analysisTheir results revealed
that the accuracies of logistic regression modealew®9434, the decision tree model
0.9434, the neural network model 0.9502, the genalgorithm model 0.9878. The
accuracy of the genetic algorithm was significartilgher than the average predicted
accuracy of 0.9612. The predicted outcome of thystm regression model was higher
than that of the neural networks model but no &icpnit difference was observed. The
average predicted accuracy of the decision treeemeds 0.9435 which was the lowest
of all 4 predictive models. The authors indicatealt the genetic algorithm model yielded
better results than other data mining models ferahalysis of the data of breast cancer
patients in terms of the overall accuracy of theepa classification, the expression and
complexity of the classification rule. Their resuthowed that the genetic algorithm was
able to produce accurate results in the classificabf breast cancer data and the

classification rule identified was more acceptatid comprehensible.
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Paliwal and Kumar (2009) did a thorough reviewtloé application of neural
networks. Ninety-six studies were compared neuedlvarks with regression analysis,
logistic regression, and discriminant analysis egoplin the field of accounting and
finance, health and medicine, engineering and naatwfing, marketing, and general
applications. A summary of the performance of neastworks is stated as follows:
multilayered feed forward neural network outperfethin about 58% of the cases, and in
the rest of the cases it performed equivalentlthéotraditional statistical methods (24%)
and in (18%) of the cases traditional statisticathmods outperformed. Additionally they
mentioned that the statistical methods are basedssomptions and consequently the
validity of their performance will be essential.

Ansari and Soni (2011) provided a survey of curtechniques of knowledge
discovery in databases using data mining technidgoas are used in today’s medical
research particularly in Heart Disease Predictiorstly, they concluded that the outcome
of predictive data mining technique on the samea dadt reveals that decision tree
outperforms. Sometimes Bayesian classificatioraidrg similar accuracy as of decision
tree but other predictive methods like k-nearesghimr’'s algorithm (k-NN), neural
networks, classification based on clustering aré¢ performing well. The second
conclusion is that the accuracy of the decisior tied Bayesian’s classification further
improves after applying genetic algorithm to redtlee actual data size to get the optimal
subset of attribute sufficient for heart diseasmmtion.

Shouman et al. (2011) investigated the applicatbma range of techniques to
different types of decision trees seeking bettefopmance in heart disease diagnosis.
They also stated that decision tree is one of tiseessful data mining techniques used in
the diagnosis of heart disease. The authors syStaiha tested combination of
discretization, decision tree type and voting teniify a more robust, more accurate
method. They have concluded that the supervisedldadization methods do not show any
enhancement in the decision tree accuracy eithigr aviwithout voting. They indicated
that nine voting with equal frequency discretizatiand gain ratio decision tree can
enhance the accuracy of the diagnosis of hearaskserhe authors also conducted the
calculation for the sensitivity, specificity and cacacy in order to evaluate the
performance of the alternative decision trees. Timaye proposed a model that
outperforms J4.8 decision tfeand Bagging algorithm in the diagnosis of heasedse

patients.

8. J4.8 decision tree is the implementation of i@tlgm ID3 (Iterative Dichotomiser 3) developed e tWeka project team.
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Asha et al. (2012) presented a methodology for @ahtomated detection and
classification of Tuberculosis. Their methodologyasw based on clustering and
classification that classifies TB into two categsti Pulmonary Tuberculosis (PTB) and
retroviral PTB (RPTB) that is those with Human Inmodeficiency Virus (HIV)
Infection. Initially, the authors used k-means tdisg to group the TB data into two
clusters and assigned classes to clusters. Thénoos@ogy was evaluated using 700 raw
TB data obtained from city hospital. They concludeak the best obtained accuracy was
98.7% from support vector machine compared to othassifiers. Furthermore, they
recommended that the proposed approach helps ddotdneir diagnosis decisions and
also in their treatment planning procedures foiedént categories.

Liao et al. (2012) presented a review of literateoncerned with data mining
techniques (DMT) and its applications, from 2000 2011. They concluded that
development of DMT is tending to become more expemriented and that the
development of DMT applications is more problemteesd. The authors also suggested
that different social science methodologies, suslpsychology, cognitive science and
human behavior might use DMT as an alternative odkilogy. They concluded that
integration of qualitative and scientific methoddatte integration of studies of DMT
methodologies will increase understanding of thdjexi. Moreover, the authors
recommended that the ability to continually chaagd provide new understanding is the
principle advantage of DMT methodologies, and Wwélat the core of DMT applications,
in future.

Durairaj and Ranjani (2013) focused on the conspariof a variety of techniques,
approaches and different tools and its impact erhialthcare sector. Their aims were to
make detailed study report of different types ofadaining application in healthcare
sector and to reduce the complexity of the studthefhealthcare data transactions. The
authors also presented a comparative study of rdiffedata mining applications,
techniques and different methodologies appliedefdracting knowledge from database
generated in the healthcare industry. They indicétat developing efficient data mining
tools for an application could reduce the cost &inte constraint in terms of human
resources and expertise. It was observed fromttity shat a combination of more than
one data mining techniques than a single techrfigugiagnosing or predicting disease in
healthcare sector could yield more promising resdlbey also conducted the comparison

study and they concluded that the interesting tébat data mining techniques in all the
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healthcare applications give a more encouragingl lefzaccuracy like 97.77% for cancer
prediction.

Saumya et al. (2014) presented an overview ottheent research being carried
out using the data mining techniques for prognosisancers. The goal of the authors
was to identify the well-performing data mining @ighms used on medical databases in
order to predict survivability of cancer patienthe authors identified the algorithms:
decision trees, support vector machine, artifin@liral networks, Naive Bayes and fuzzy
rules. They showed that it is very difficult to nama single data mining algorithm as the
best for predicting survivability of all the candgpes and for all the different contexts.
The authors concluded that depending on certairatsiins, sometimes some algorithms
perform better than others, but there are cases @hmmbination of algorithms results

in more effective survival prediction.



CHAPTER 3

SOME PREDICTIVE METHODSAND MODEL BUILDING

Prediction is a data analyzing technique which migitges important data classes
or may construct models which can predict futuréadeend. Both classification and
regression are used for prediction. While the diaasion predicts the categorical values,
the regression is used in the prediction of numand continuous values (Han, J. and
Kamber, M., 2006). Since data used in this stuéycategorical values, the classification
techniques are applied for developing models.

Classification is most commonly applied as data imgintechnique, which
employs a set of pre-classified examples to devalopodel that maps a data item into
one of several predefined classes. Once develdpednodel is used to classify a new
instance into one of the classes. Classificatisk ta to determine the unknown class of
new instances (diagnoses for newly arrived patjefiise method for doing for this is
called classifier, the problem of finding a goodsdifier is called classification problem.
The data classification process involves learningl &lassification. The process of
constructing the classifier is called classifieduntion from data or also called learning
from data. In learning, the training data are amady by classification algorithm. In
classification, test data are used to estimateaticaracy of the classification (algorithm)
rules. If the accuracy is acceptable, the rule lmarmapplied to the new data (novel data)
tuples. The part of data used for learning is oftelled learning data or training data. In
statistics terminology, the task is to predict, @hd statistical term for a classifier is
predictive model. Sometimes it the term modelingl$® used (Demsar, J., 2010).

The derived model may be represented in variouadpsuch as classification (IF-
THEN) rules, decision trees, mathematical formutaeneural networks. A decision tree
is a flow-chart-like tree structure, where each ndeeotes a test on an attribute value,
each branch represents an outcome of the testiremdeaves represent classes or class
distributions. Decision trees can easily be com¢keinto classification rules. A neural
network, when used for classification, is typicadlyollection of neuron-like processing
units with weighted connections between the ufitseere are many other methods for
constructing classification models, such as naiwe8ian classification, support vector
machines, and k-nearest neighbor classification (Hamnd Kamber, M., 2006). This
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section discusses the concepts and principles eofddtision tree method and logistic

regression method in carrying out classificatioadiction.

3.1 Decision Tree

Decision tree learning is one of the most widedgdi and practical methods for
classification. In this method, tree models candpresented as a set of if-then rules that
improve human readability. Decision trees are \&myple to understand and interpret by
domain experts. A decision tree represents a loieiGal segmentation of the data. The
initial data set constitute the root node whichpgstitioned to two or more segments
based on a series of simple rules. Each resulteggnent is further divided into sub
segments and so on until no further division issgme and this partitioning process
performs as recursive partitioning. The hierarcbpstitutes the tree and the segments
and sub segments constitute the nodes. Moreover,ntdes that are not further
partitioned, is defined as terminal nodes or leaf.

Decision-makers prefer less complex decision treiese the tree complexity has
a crucial effect on its accuracy. The tree compyeis explicitly controlled by the
stopping criteria used and the pruning method epguloUsually the tree complexity is
measured by one of the following metrics: the totaimber of nodes, total number of
leaves, tree depth and number of attributes usekaéh, L. and Maimon, O., 2006).

The construction of decision tree classifiers does mequire any domain
knowledge or parameter setting, and therefore sogiate for exploratory knowledge
discovery. Decision trees can handle high dimemdiaiata. Their representation of
acquired knowledge in tree form is intuitive anchgelly easy to assimilate by humans.
The learning and classification steps of decisiee induction are simple and fast. In
general, decision tree classifiers have good acgurdowever, successful use may
depend on the data at hand. Decision tree indudigorithms have been used for
classification in many application areas, such adicme2, manufacturing and production,

financial analysis, astronomy, and molecular biol@gsn, J. and Kamber, M., 2006).

3.1.1 Decision Treelnducers

Decision tree inducers are algorithms that autmal¢ construct a decision tree
from a given data set. Typically the goal is todfithe optimal decision tree by
minimizing the generalization error. There are @asi top-down decision tree inducers

such as ID3, C4.5, CART and CHAID. Some considivaf conceptual phases: growing
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and pruning (C4.5 and CART). Other inducers perfonty the growing phase. A typical
algorithmic framework for top-down inducing of acikon tree can be constructed by
using growing and pruning. Note that these algorgtare greedy by nature and construct
the decision tree in a top-down, recursive manakso(known as ‘divide and conquer’).
In each iteration, the algorithm considers the ifiant of the training set using the
outcome of a discrete function of the input attrédsu The selection of the most
appropriate function is made according to somdtspi measures. After the selection of
an appropriate split, each node further subdivithestraining set into smaller subsets,
until no split gains sufficient splitting measunesbtopping criteria is satisfied (Rokach, L.
and Maimon, O., 2006).

3.1.2 Splitting Criteria

In most of the cases, the discrete splitting fuondi are univariate. Univariate
means that an internal node is split according te value of a single attribute.
Consequently, the inducer searches for the be#bwa upon which to split. There are
various univariate criteria. These criteria carcbharacterized in different ways as follows
(Rokach, L. and Maimon, O., 2006):

1. According to the origin of the measure: informatitreory, dependence, and
distance.

2. According to the measure structure: impurity basetria, normalized impurity
based criteria and binary criteria.

The most common criteria are impurity- based, im@tion gain, gini index,
likelihood-ratio chi-squared statistics, normalizedpurity based criteria, gain ratio,
distance measure and binary criteria etc. Manfh@frésearchers point out that in most of
the cases, the choice of splitting criteria willt ranake much difference on the tree

performance (Rokach, L. and Maimon, O., 2006).

3.1.3 Stopping Criteria
The growing phase continues until a stopping ateis triggered. The following
conditions are common stopping rules:
1. All instances in the training set belong to singdue of y.
2. The maximum tree depth has been reached.
3. The number of cases in the terminal node is leas the minimum number of

cases for parent nodes.
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4. If the node were split, the number of cases in @nmore child nodes would be
less than the minimum number of cases for childesod

5. The best splitting criteria is not greater tharegain threshold.

3.1.4 Pruning Methods

Employing tightly stopping criteria tends to createall and under-fitted decision
trees. On the other hand, using loosely stoppiitgria tends to generate large decision
trees that over-fitted to the training set. Pruningthods were developed for solving this
dilemma. According to this methodology, a loosdbypping criterion is used, letting the
decision tree to over-fit the training set. Thea tiver-fitted tree is cut back into a smaller
tree by removing sub-branches that are not corninpuo the generalization of accuracy.
Employing pruning methods can improve the geneatibn performance of decision tree,
especially in noisy domains (Rokach, L. and Mainton,2006).

There are various techniques for pruning decisimest The most popular
techniques are cost-complexity pruning, reducedrgsruning, minimum error pruning,
pessimistic pruning, error-based pruning, optimelnphg and minimum description
length pruning etc.

A number of different inducers may be used for dinty decision tree including
CHAID (Chi-squared Automatic Interaction DetectionfART (Classification and
Regression Trees), Quest and C5.0. In this stugdymenous models were built by using
the SPSS software 20 and the default method CHAdIDGer was used.

CHAID (Chisquare—Automatic—Interaction—Detectiorgsaoriginally designed to
handle nominal attributes only. For each inpuilaites;, CHAID finds the pair of values
in V; that is least significantly different with respégtthe target attribute. The significant
difference is measured by tipevalue obtained from a statistical test. The siatibttest
used depends on the type of target attribute €elftéinget attribute is continuous, Briest
is used. If it is nominal, then a Pearson chi—segidest is used. If it is ordinal, then a
likelihood-ratio test is used.

For each selected pair, CHAID checks if theralue obtained is greater than a
certain merge threshold. If the answer is positiveierges the values and searches for an
additional potential pair to be merged. The proassepeated until no significant pairs
are found. The best input attribute to be usedsfitting the current node is then
selected, such that each child node is made obapgof homogeneous values of the

selected attribute. Note that no split is perfornfdatie adjusteg value of the best input
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attribute is not less than a certain split threshdhis procedure also stops when one of
the following conditions is fulfilled:
1. Maximum tree depth is reached.
2. Minimum number of cases in node for being a&pars reached, so it cannot be
split any further.
3. Minimum number of cases in node for being dédchode is reached.

CHAID handles missing values by treating them allaasingle valid category.
CHAID does not perform pruning (Rokach, L. and MamO., 2006). CHAID limits
itself to categorical variables. Continuous varabheed to be changed into ranges or
classes. However, one benefit of CHAID is its &pito stop the split before overfitting
occurs (Luan, J. 2002).

3.1.5 Advantagesand Weaknesses of Decision Trees
Decision trees have several advantages. The trdelrdoes not provide evidence
of causality but provides an explanation on hodeitermined the estimated probability. It
can handle all types of variables; and collineadites not affect the performance of the
tree model.
Theadvantages of decision trees can be summarized as follows :
. They are good for classification and prediction
. They are useful for variable selection
. They do not require transformation of the vdgab

. They are robust to outliers

a A W N P

. They use nonlinear and non-parametric relatipnbletween the predictors and
target variable which allow a wide range of relasibips

6. They are useful when classes can be dividedugirovertical and horizontal
splitting of the predictor space

7. They can handle missing values

8. They generate transparent rules useful in maizh@@plications
Theweaknesses of decision trees can be summarized as follows:

1. They are sensitive to changes in the data

2. The splits are done on single predictor rathanton combinations of predictors

3. They have a lower performance when the best splthe predictor space is

diagonal

4. They require a large data set
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Decision Tree models are commonly used in datangind examine data and
induce the tree and its rules that will be usedhike predictions. These are also useful
for exploring data to gaining sight into the redathips of a large number of candidate
input variable to the target variable. Becausesiegitrees combine both data exploration
and modeling, they are a powerful first step in Blod) process even when building the

final model using some other techniques (Danso,,3006).

3.2 Logistic Regression

Logistic regression is helpful when it is neededotedict a categorical variable
from a set of predictor variables. Binary logigigression is similar to linear regression
except that it is used when the dependent varighdichotomous. It is also useful when
some of the independent variables are dichotomndssame are continuous. There are
fewer assumptions for logistic regression than foultiple regression and for
discriminant analysis; this technique has becomgulam, especially in health related
fields. Binary logistic regression assumes that de@endent or outcome variable is
dichotomous and, like most other statistics, the butcomes are independent and
mutually exclusive; that is a single case can @@dyepresented once and must be in one
group or the other. Moreover, logistic regressiequires large samples to be accurate
(Leech, N. L., Barrett, K. C. and Morgan, G. A.08). According to Leech, Barrett and
Morgan, there should be a minimum of 20 cases padigtor, with a minimum of 60
total cases.

Logistic regressiomrefers to methods for describing the relationshépwieen a
categorical response variable and a set of pradrettables (Larose, D. T., 2005). Binary
logistic regression is more useful when it is neettemodel the event probability for a
categorical response variable with two outcomesndgJshe binary logistic regression
procedure, the doctor can determine whether thiergat more likely to be present or
absent for particular disease, company managerestimate the probability that a
particular customer will churn and the loan offican assess the risk of expending credit
to a particular customer.

Logistic regression assumes that the relationbkiveen the predictor and the
response is nonlinean this study, the logistic regression model add@ens to find the
relationship between a dichotomous dependent Jariabd a set of categorical and
continuous attributes. The model and equations asethased on the work of Larose, D.

T. (2005). In linear regression, the response variable is idensd to be a random
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variableY = fo+ fixg + foxo + faxs + ... + BiX + ¢ with conditional meam(x) = E(Y [X)
=fo+ fixa + faxXe + faxs + ... + BiX . The conditional mean for logistic regressioretsak

on a different form from that of linear regressi&pecifically,

eBo+B1x1+B2x2+B3X3+ . . . +Bpxk
T[(x) - 1+eﬁo+31x1+ﬁzx2+[§3x3+ . +Brxk

(or)

(3.1)

1
m(x) = 1+e—(Bot+B1x1+B2x2+B3x3+ . .. +Bpxy)

(3.2)

The minimum for z(x) is obtained atlim,,_,[e%/1+4+¢e%] =0, and the
maximum forz(x) is obtained alim,_,..[ e%/1 + e%] = 1. Thus,z(X) may be interpreted
as the probability that the positive outcome isspré for records witX = x, and 1 —z(X)
may be interpreted as the probability, with/(x)<1. That ist(x) may be interpreted as
the probability that the positive outcome is prégenrecord with X= x and 1z (x) may
be interpreted as the probability that the positivecome is absent for such records.

The useful transformation for logistic regressignthie logit transformatigras

follows:

g0 = =5 = g+ ¥ Bix; (3.3)

1-m(x)
From the equation (3.1), the odds can be derived:

% — pBotBix1+Baxa+B3xs + . . . + BiXk = pBo+ I Bixi (3.4)

Odds may be defined as the probability that an tewecurs divided by the
probability that the event does not occur. Noté tizen the event is more likely than not
to occur, odds > 1; when the event is less likentnot to occur, odds < 1; and when the
event is just likely as not to occur, odds = 1. éNatso that the concept of odds differs
from the concept of probability, since probabilignge from zero to one, and odds can
range from zero to infinity. Odds indicate how muctore likely it is that an event
occurred compared to its not occurring (Larose] [D2005).

The probability of the event can be estimated as:
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2900

(x) = PTE) (3.5)

The beta parameters are estimated using the methaedaximum likelihood
estimator and not the least squares method becthgeserelationship between the

predictors and the response is nonlinear.

3.3  Model Building

Model building of data mining refers to a seriesaofivities such as deciding on
the type of data mining operations (or tasks),cielg the data mining algorithms and
mining the data. First, the type of the data mirepgration such as data summarization,
segmentation classification, prediction, and depeng analysis or association rule
discovery, must be chosen. Based on the operatbonsen for the application, an
appropriate data mining technique is then selebtetd on the nature of the knowledge
to be mined. The next step is selecting a particalgorithm within the data mining
technique chosen. Choosing a data mining algoritictudes a method to search for
patterns in the data, such as deciding which moaleisparameters may be appropriate
and matching a particular data mining techniqud wie overall objective of data mining.
After an appropriate algorithm is selected, theadat finally mined using the algorithm
to extract novel patterns hidden in databases.

Modeling techniques in data mining include neuradtworks, case-based
reasoning, genetic algorithms, decision trees, cason rule, rough set analysis and
support vector machines. Each type of model hascplar strengths, and is appropriate
within specific data mining situations. Model devfrom the same sample data can be
very different from one algorithm to another. Asesult, different models represent the
knowledge learned in different formats as well. Egample, decision tree represents the
knowledge in tree structure, instance-based algost such as nearest neighbor, use the
instances themselves to represent what is leafldade Bayes methods represents
knowledge in the form of probabilistic summaries.this study, predictive modeling is
applied to the data set available although theeesaweral modeling techniques for the
same data mining problem. Predictive modeling pesrtiie value of one variable to be
predicted from the known values of other variables.

After the data set is preprocessed, it is analymag data mining tool. There are
varieties of tools available for data mining suchVileka, Orange, R, SAS and SPSS.

Among these tools, SPSS was selected since theagadkas good GUI interface. In
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addition, this package allows for preparation, $farmation and modeling algorithms on
a dataset. In this study, SPSS software was emgltwyduild decision trees model and
logistic regression model. Analysis of the classifion models was made in terms of
detailed accuracy of the classifier on the traindaja set as tested on the tested data

based on a confusion matrix of each model.

3.4  Evaluation of Model Performance

This section discusses how to measure the qualitye obtained models, either to
choose the optimal model or to check the qualityhaf model to decide whether it is
good enough to be used. The purpose of assessingdtiormance of model is to
determine how well the model will behave if it ised in practice. The performance of the

data mining model can be measured with the useeotanfusion matrix

Classifier Accuracy Measure

Evaluation is the key to making real progress itadaining (Witten, 1. H. and
Frank, E., 2005). To evaluate performance of diassion algorithms, one way is to split
samples into two sets, training samples and teapkes. Training samples are used to
build a learning model while test samples are ueezl/aluate the accuracy of the model.
During validation, test samples are supplied to mthedel, having their class labels
“hidden”, and then their predicted class labelsgaesl by the model are compared with
their corresponding original class labels to catail prediction accuracy. For this
purpose, re-sampling techniques in which only adealy) chosen subset of data is used
for constructing the model and the remaining parsed to compute its quality are used.
This is repeated multiple times and in the endawerage quality of the model over all
trials is reported. The most common used technicpeel is called cross-validation. If two
labels (actual and predicated) of a test samplaaree, then the prediction to this sample
IS counted as success, otherwise, it is aerror (Witten, I. H. and Frank, E., 2005).

In classification problems, the primary source effprmance measurement is a
confusion matrix or coincidence matrix (Olson, D.dnd Delen, D., 2008). Table (3.1)

shows a confusion matrix for two-class classifmatproblem.

9. For a binary problem, the confusion matrix tsva-dimensional square matrix. The row indexea ebnfusion matrix correspond to actual values
observed and used for model testing; the columaxesl correspond to predicted values produced blyiagphe model to the test data. For any
pair of actual/predicted indexes, the value indisathe number of records classified in that pairiAgconfusion matrix provides a quick
understanding of model accuracy and the typesrofethe model makes when scoring records. Itésrésult of a test task for classification
models
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Table (3.1)

The Confusion Matrix

Predicted Class
Actual Class
A B
TP: True Positive FN: False Negative
B FP: False Positive TN: True Negative

Thetrue positive (TP) andtrue negative (TN) are correct classifications in samples
of each class, respectively.fAlse positive (FP) is when a class B sample is incorrectly
predicted as a class A sampldalse negative (FN) is when a class A sample is predicted
as a class B sample. Then each element of a confusatrix shows the number of test
samples for which the actual class is the row aedptedicted class is the column.

Some measures of evaluating performance have tattoeluced. One common
measure is accuracy defined as correct classifisthinces divided by total number of
instances. An often used performance evaluatian teerror rate, which is defined as
the proportion of errors made over a whole set asdt tsamples. Error rate is a
measurement of overall performance of a classifinaalgorithm (also known as a
classifier); however, a lower error rate does remtassarily imply better performance on a
target task. For example, there are 10 samplelags @& and 90 samples in class B. If TP
=5 and TN = 85, then FP =5, FN = 5and error matenly 10%. However, in class A,
there are only 50% samples are correctly classified more impartially evaluate the
classification results, some other evaluation rogtare constructed:

1. True positive rate (TP rate) = TP/ (TP + FN¥oaknown asensitivity or recall, which
measures the proportion of samples in class Aatectorrectly classified as class A.

2. True negative rate (TN rate) = TN/ (FP + TN)socaknown asspecificity, which
measures the proportion of samples in class Batteatorrectly classified as class B.

3. False positive rate (FP rate) =FP/ (FP + TN} spkcificity.

4. False negative rate (FN rate) =FN/ (TP + FN} sehsitivity.

5. Positive predictive value (PPV) =TP/ (TP + FRIso known agprecision, which
measures the proportion of the claimed class A &ssvgre indeed class A samples.

6. Accuracy = (TP + TN)/(TP+TN+FP+FN) = (TP + TN)dtal Classes

If the number of samples for training and testiadimited, a standard way of
predicting the error rate of a learning technicui#iuse stratified k-fold cross validation.
In k-fold cross validation, first, a full data getdivided randomly into k disjoint subsets
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of approximately equal size, in each of which thess is represented in approximately
the sample proportions as in the full data set@ijtl. H. and Frank, E., 2005). Then the
above process of training and testing will be rége& times on the k data subsets. In
each iteration, (1) one of the subsets is heldroturn, (2) the classifier is trained on the
remaining (k- 1) subsets to build classification model, (3) thessification error of this
iteration is calculated by testing the classifisatmodel on the holdout set. Finally, the k
numbers of errors are added up to yield an overaedr estimate. Obviously, at the end of
cross validation, every sample has been used gautk for testing.

A widely used selection for k is 10. Empirical seslshowed that 10 seen to be
an optimal number of folds (that optimize the titheéakes to complete the test while
minimizing the bias and variance associated with ¥alidation process). In 10-fold
cross-validation, the entire dataset is divided it® mutually exclusive subsets (or folds)
with approximately the same class distribution agimmal dataset. Each fold is used once
to test the performance of the classifier thataaegated from the combined data of the
nine folds, leading to 10 independent performarstemates (Delen, D.,Walker, G. and
Kadam, A., 2004).



CHAPTER 4

DESCRIPTIONS AND PREPROCESSING OF TUBERCULOSIS
DIAGNOSISDATA SET

In this study, the secondary data of medical domaere used to develop
classification models in order to diagnose for a&ss. The data set consists of data
instances (patient records). Each instance is itbescby features or values of variables
(in statistics) or attributes (in machine learninghese features can be numerical
(continuous) or discrete (symbolic, ordinal or noat). Often there is a certain variable
that has to be predicted. Statisticians call ip&ledent variable’, in medicine it can be
called the term ‘outcome’ and in machine learnihgvill be called ‘class’ or class
attribute (Demsar, J., 2010).

4.1  Sourceof Data

This study focuses on classification (diagnosis)aoparticular disease for a
patient; existence or non-existence. The medidal sket used in this study is tuberculosis
diagnosis data set which was obtained from Lathéh Aanng San Townships, UTI in
Myanmar.This medical data set is based on the recordsimt chttendants who have
been registered during the period of two montfis§éptember to 310ctober, 2013) by
UTI in Myanmar. The data set includes informationGb9 patients who were examined
at a clinic. Each of those records consists of 8ferdnt variables: one dependent
variable (outcome: TB or Non-TB) and 33 independemiables (predictors). The full list

of variables is as follows:

Table (4.1)
Variablesand its Domain in Tuberculosis Diagnosis
Variables Domain
1. Gender Female = 0, Male=1
2. Age Age in years
3. Weight Weight in kilogram
4. Smokin oderale(510) 22,
Very Much(11+) = 3
5. Alcohol No =0, Yes =1
6. BCG Vaccine No =0, Yes =1

10. None =0 (a person is a non-smoker), Litllga person smokes less than 5 cigarettes perMagerate = 2 (a person
smokes between 5 and 10 cigarettes per day), VeshM 3 (a person smokes more than 10 cigaretteday



Table (4.1) Variablesand Its Domain in Tuberculosis Diagnosis (continued)

7. Malaise No=0, Yes =1
8. Arthralgia No=0, Yes =1
9. Exhaustion No=0, Yes =1
10. Unwillingness for work No =0, Yes =1
11. Loss of Appetite No=0, Yes =1
12. Loss in Weight No=0, Yes =1
13. Sweating at Night No =0, Yes =1
14. Chest Pain No=0, Yes =1
15. Back Pain No =0, Yes =1
16. Coughing No =0, Yes =1,
With Mucous = 2
17. Hemoptysis No=0, Yes =1
18. Fever Normal =0, High =1,
Subfebrile =2
19. Migration No=0, Yes =1
20. Diabetes No =0, Yes =1
21. ESR No =0, Yes =1
22. Haematocrit Normal =0, Low =1,
High =2
23. Haemoglobin Normal =0, Low =1,
High =2
24. Leucocytes Normal =0, Low =1,
High =2
25. No. of Leukocytes Type | Normal =0, Low =1,
High =2
26. Active Specific Lung Lesion No =0, Yes =1
27. Calcific Tissue No=0, Yes =1
28. Cavity No=0, Yes =1
29. Pneumonic Infiltration No =0, Yes =1
30. Pleural Effusion No =0, Yes =1
31. HIV Negative = 0, Positive =1
32. Sputum AFB' Negative = 0, Positive =1
33. Gxpert Negative = 0, Positive =
34. Outcome Non-TB=0,TB=1

11.
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Sputum stain for mycobacteria is laboratory pesformed on a sample of the patient’s sputunfeph). It is also known as
Acid Fast Bacillus stain (AFB) or tuberculosis (T8hears.
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4.2  Nature of the Tuberculosis Diagnosis Data Set

The data were in a hard copy format with 659 res@xd 38 variables. For the
purpose of the analysis in this study, one variakik be chosen as the dependent
variable which is to be predicted. The dependentlke is outcome or class variable. It
takes the value of ‘one’ in the case of existenBeahd ‘zero’ in the case of non-TB.
Thirty-one of the 33 predictors are categoricatimcrete variables and 2 variables (age
and weight) have the numeric value.

The records of patients were collected by healthemorkers. The categorical
value for the variable 1 to 16, 19, 20 and 31 dtaioed by discussing with patient. The
categorical value for variable 18 can be measurgdihermometer. The result of
categorical value for the variable 21 to 25 wasmietd by performing blood testing. The
result of categorical value for the variable 26, 28 and 30 can be recorded by doctor’s
decision with the use of X-ray result. For theutesf categorical value for the variable
27 (Calcific Tissue), Ultrasound examination is eofhe result of the variable 32
(Sputum AFB) is obtained from which sample of sputis tested in laboratory to
diagnose the TB disease.

In the records of the data set of 659 patientsethee 425 patients (64%) with TB
and the remaining 234 patients (36%) without TB.this data set, there are many
instances containing more than one missing (ufeMa) attribute value which is
denoted by “?”.

4.3 DataPresentation
The main source of the data used to undertakesthdy was patients’ real data

taken from the UTI, Yangon. Among 659 records,redords which have missing value
on basic attributes (such as gender, age, and tyeigite excluded for this study. The
remaining data set has 601 records and some recetai® missing value on some
variables. First, all the data were encoded in aceEformat. After the data have been
encoded, the entire data set was put in one flenganany records. Next, preprocessing

techniques were applied to make it appropriatéifermining purpose.

Exploring on Some Attributes
Distribution of TB Disease
Table (4.2) shows the distribution of TB diseasetf@ people who come to UTI

for their medical check-up.



Table (4.2)
Distribution of TB Disease

Frequency Percent

Outcome )
(Number of Patients

Non-TB 210 34.9%
B 391 65.1%
Total 601 100.09
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Source: Tuberculosis Diagnosis Data Sél
In the records of the data set of 601patientsethee 391 patients (65%) with TB
and the remaining 210 patients (35%) without TBe Tistribution of TB disease was
described as pie chart in Figure (4.1).

Figure(4.1) PieChart for TB Disease
Source: Table (4.2)
Gender
Both Table (4.3) and Figure (4.2) show the numlbgreosons who belong to each
class (TB or Non-TB) by gender.

Table (4.3)
Number of TB Suspected Patients by Gender
Outcome
Gender Total
Non-TB % B %
Female 80 38% 135/ 35%| 215
Male 130 62% 256 65% | 386
Total 210 100% 391| 100%| 601

Source: Tuberculosis Diagnosis Data Sél

According to Table (4.3), among all the patientsowtere examined at clinic,
male is more than female. Among 391 TB positivegods, 256 (65 %) are male and 135



51

(35%) are female. It was also found that male igariikely to suffer from TB than

female. Because male have more social activitias famale, they are more likely to be

affected by TB.

According to Figure (4.2a), among the 601 TB sutgekpatients, 22% are female

TB positive, 13% are female TB negative, 43% aréeni® positive and 22% are male

TB negative. As shown in Figure (4.2b), the ratelBf disease of male exceeds that of

female. If a person was male, the probability oence of TB would be 0.6631. The

probability of existence of TB would be 0.6279 female.
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Figure (4.2) Bar Chart for TB Disease by Gender

Source: Table (4.3)
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Table (4.4) illustrates the number of patients hage TB disease or not by their

age group.
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Table (4.4)
Number of TB Suspected Patients by Age Group
Age Outcome
(years) | Non-TB % TB % Tota
Oto 10 10 5% 4 1% 14
10 to 20 29 14% 35 9% 64
20to 30 57 27% 91| 23%| 148
30to 40 34 16% 80| 20%| 114
40 to 50 29 14% 88| 23%| 117
50 to 60 2] 10% 49| 13% 70
60 to 70 20 9% 33 8% 53
70 to 80 10 5% 11 3% 21
Total 210 100% 391| 100%| 601

Source: Tuberculosis Diagnosis Data S&t,

According to Table (4.4), almost the people whaemexamined at clinic are at
the age between 21years and 50 years. It was atsd that TB disease mostly occurred
at the age between 21 to 50 years. It was fountd?2®&o of TB positive is aged between
21 to 30 years and 41 to 50 years and 20% of TBip®s$s aged between 31 to 40 years.
Among the TB positive patients, the incidence okanpositive TB case is low at the age
of 1 to 10 years and old-aged adult 71 to 80 years.

The bar chart for Table (4.4) was drawn in Fig#e3). As shown in Figure
(4.3b), the highest rate of existence of TB dise@aas between the age group of 41to 50
years. The probability of existence of TB diseas¢his age group is 0.75 and thus there
is 75 people have TB positive per 100 people anamegroup of 41 to 50 years. The
second highest rate occurs at the age group 06 3D tyears and 51 to 60 years. The
probability of existence of TB disease in these gigeips is 0.70 and it means that there
is 70 people have TB positive per 100 people anageygroup of 31 to 40 years and 51
to 60 years.

According to the age group data, it could be cahetlthat the incidence of smear
positive TB case is high among 21 to 50 years Bé&tause people at the age of 21 to 50
are the major workforce of the country, they workhwmany people from different
societies. Thus, they are infected by TB diseas® fother people who have TB disease

in their societies.
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Figure (4.3) Bar Chart for TB Disease by Age Group

Source: Table (4.4)

Smoking Habit
Table (4.5) shows the distribution of number of Sspected patients by their
smoking habit and it is illustrated as bar charfigure (4.4).
Table (4.5)
Number of TB Suspected Patients by Smoking Habit

Smoking Outcome

. Total
(no. of cigarettes] Non-TB % TB %
None 173 82.5% 225 58% | 398
Little: <5 Items 36 17.0% 141 36%| 177
Moderate: 5- 10 0 0% 18 5% 18
Very Much: 11+ 1 0.5% 7 1% 8
Total 210| 100.0% 391| 100%| 601

Source: Tuberculosis Diagnosis Data Set, UTI

Table (4.5) shows that most of the people who vesemined at clinic are do not
smoke. It indicates that 58% (225 patients out @f 3B positive patients) are non-
smokers, 42% (166 out of 391 TB positive patieatg)smokers.

According to Figure (4.4), the probability of exste of TB for non-smoker
people is 0.5653it can also be seen that there is hundred perdemtaurrence of TB
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disease for people who smoked moderately and eggjbtyt percent of occurrence of TB

disease for people who smoked heavily.
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Figure (4.4) Bar Chart for TB Disease by Smoking Habit
Source: Table (4.5)

Drinking Habit
Table (4.6) shows the distribution of number of Sspected patients by their
drinking habit and it is illustrated as bar charFigure (4.5).
Table (4.6)
Number of TB Suspected Patients by Drinking Habit

Outcome
Alcohol Total
Non-TB % B %
No 188 90% 266 68% 454
Yes 22 10% 123 32% 145
Missing 0 0% 2 0% 2
Total 210 100% 391| 100% 601

Source: Tuberculosis Diagad@3ata Set, UTI
As shown in Table (4.6), among the 391 TB posipaéients, 266 patients (68%)
are non-alcoholic and 123 patients (32%) are alk@hb was also found that among 210
TB negative patients, 188 (90%) are non-alcohaiat 22 (10%) are alcoholic.
According to Figure (4.5), it can be seen thatpgrabability of occurrence of TB

disease for drinkers is greater than that of peopgit® do not drink alcohol. The
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probability of existence of TB for alcoholic is 8.&nd the probability of TB positive for

non-alcoholic is 0.59.
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Figure (4.5) Bar Chart for TB Disease by Drinking Habit
Source: Table (4.6)

4.4  Data Preprocessing
The data preprocessing phase covers all activiiesonstruct the final data set

from the initial raw data. Once the data resouesaslable are identified, these data need
to be selected, cleaned, build into the form ddsiaad transformed. Data selection, data
cleaning and data transformation in preprocessirdata modeling need to occur in this
phase and data exploration at a greater depth €applied during this phase. Based on
the discoveries in the exploration phase, one nmegdrno manipulate data to include
information such as the grouping of data unit aiggiBcant subgroups, or to introduce
new variables. It may also be necessary to recheaumber of variables to narrow them
down to the most significant ones (Olson, D. L. &alen, D., 2008). This study was
made use of the MS-Excel application and SPSS aoftwackage in order to perform
data preprocessing process. Figure (4.6) showdldaheof data preprocessing for this

analysis.



56

Original Medical
Data se

A 4

Data By Removing Inconsistency and Redundancies
Filtering By Removing Constant Value Attributes
Handling Missing By Ignoring Records
By Ignoring Attributes
Values . .
By Replacing with Mean or Mode Value
Variable Aggregation

Deriving New One

l By Applying Analyst Judgments

Combining Existing One

A 4

Feature Reductic

Exploring Relationship
between Predictors and
Response Variable

By Using Statistical Analysis

Investigating the Association
among the Predictors

Preprocessed
Date se

Figure (4.6) Flow of Data Preprocessing
Source: Own Compilation



57

4.4.1 DataFiltering

The process of removing unnecessary informatioognsistent information and
irrelevant information through the removal of obsdions (records or attributes) is called
data filtering. In the tuberculosis diagnosis datt, some records (instances) were
removed because they have inconsistency and ienelemformation. For example, a
person who is 10 years old but his or her weighbvser 50 kg. This condition is
impossible in real cases. Again, it is also neagsgacheck that there is constant value
attribute for some variables. In such a situattbese variables should be removed from
the data set. In this data set, migration varialale constant value attribute because more
than 86% of the records are missing value attrioutoreover, about 60% of the records
have missing value and 30% of the records havetinegattribute value (0) on diabetes
variable. Therefore, these two variables were readofor developing classification
model. Again, 10 variables (Haematgdremoglobin, Leucocytes, No. of Leukocytes
Type, Calcific Tissue, Cavity, Pneumonic Infiltiati Pleural Effusion, HIV, and Gxpert)
were removed from the data set because more thEndQhe records are missing for
those variables. After performing data filterinige tdata set remains 601 records with 20
predictors. Remaining variables are Gendsge Weight Smoking Alcohol, BCG
Vanccine Malaise Arthralgia Exhaustion Unwillingness for work Loss of Appetite,
Loss in WeightSweating at NightChest PainBack PainCoughing HemoptysisFevey
Active Specific Lung LesigrSputum AFB. The remaining variables used for deuialp
classification model are shown in Table (4.7) tbgetwith variables removed which are
shaded in gray color.
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Table (4.7)
Prediction Variables Used for Model Building

1. Gender 12. Loss in Weight 24. Leucocytes
2. Age 13. Sweating at Night | 25. No. of Leukocytes Type
3. Weight 14. Chest Pain 26.Active  Specific  Lung
4. Smoking 15. Back Pain Lesion
5. Alcohol 16. Coughing 27. Calcific Tissue
6. BCG Vanccine 17. Hemoptysis 28. Cavity
7. Malaise 18. Fever 29. Pneumonic Infiltration
8. Arthralgia 19. Migration 30. Pleural Effusion
9. Exhaustion 20. Diabetes 31. HIV
10.Unwillingness forr 21. ESR 32. Sputum AFB
work 22. Haematocrit 33. Gxpert
11. Loss of Appetite | 23. Haemoglobin 34. Outcome

4.4.2 Handling Missing Values

A lot of missing values make it especially diffictd build good models and draw
any medical conclusions. In the tuberculosis diggndata set, there are many instances
containing more than one missing (unavailable)katte value which is denoted by “?”.
Table (4.8) describes the count of missing valuesfxh variable.

Previously, every attribute or variable which catsiof more than 30% of records
with missing value has been ignored. Now, all rdsaor instances which contain more
than 30% missing attributes value were ignoredthin tuberculosis diagnosis data set,
there are two records which have more than 30%imgisgtributes value. Therefore, the
data set remains 599 records with 20 predictorserAhat, remaining missing values
were replaced by the mean value (in Age, missirigevare replaced with the mean age)
or represented by the mode (in Smoking habit, mgssalue are replaced with the mode

value).
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Table (4.8)
Missing Value Analysis

. N Missing
Variable

Count Percent
Age 601 0 .0
Weight 601 0 .0
Gender 601 0 .0
Smoking 601 0 .0
Alcohol 599 2 3
BCG_Vaccine 593 8 1.3
Malaise 596 5 .8
Arthralgia 596 5 .8
Exhaustion 597 4 4
Unwillingnes_for_Work 592 9 1.5
Loss of Appetite 597 4 4
Loss _in_Weight 599 2 .3
Sweating_at_Nights_ 588 13 2.2
Chest_Pain 599 2 .3
Back Pain 599 2 .3
Coughing 599 2 .3
Hemoptysis 592 9 1.5
Fever 592 9 1.5
Active_Specific_Lung_Lesiony 579 22 3.7
Sputum_AFB 578 23 3.8
Outcome 601 0 .0

Source: Tuberculosis Diagnosis Data Set, UTI

443 Variable Aggregation

Analyst judgment is critical to decide includingrsficant variables (Olson, D. L.
and Delen, D., 2008). Too many variables producentaich output, while too few can
overlook key relationships in the daRule of thumb in statistics is that the sample size
must be at least 30 times the number of varialDesnsar, J., 2010). Therefore, it is
needed to reduce some variablegariable aggregation can be performed by analyst
judgment and it can be divided into two sub-adteit deriving new one and combining

some into existing one.
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Deriving New Variables

In this phase, the resulted data set contains re@®rds together with 20
predictors. It is needed to combine two or moreades into new one by using the
aggregate/ integrate rule in order to get relewaat sufficient variables. In this case, new
variable Weight_Condition was derived by combin{dgnder, Age and Weight variable.
Weight_Condition variable is categorical variabledaits attribute values were
underweight, normal, and overweight. These valuesewdetermined by the rule that is,
what specified weight should fall in any specifeagk range by gender.

Combining Someinto Existing One

Some variables are needed to reduce from the dataesause of having overlap
meaning. In the tuberculosis diagnosis data setetis no existing one that is derived
from combining some variables.

After performing variable aggregation, the varigbl&ender, Age and Weight
were removed from this data set and new variableigt_Condition variable was added
for continuous study instead of three variablesr&fore, the remaining data set consists
of 18 predictors and this data set was used foortlgn IV.

4.4.4 Feature (Dimensionality) Reduction

In data mining, a problem in classification anddicgon is to find ways to reduce
the dimensionality of the variable or feature spar@vercome the risk of over-fitting.
Data over-fitting happens when the number of vdembs large and the number of
training sample is comparatively small. In suchiaion, a decision function can perform
well on classifying training data, but does poantythe test sample.

There are several methods that aim at solving tipesblems by reducing the
number of features and thus the dimensionalityhef data. The general objectives for
reducing the number of features are to avoid owtnd and thus to improve the
prediction performance of classification algorithmeduce the computational cost of the
training and prediction phase, and also providesttieb understanding of the achieved
results. Dimensionality reduction is one populachteque to remove irrelevant and
redundant attributes. Feature (dimensionality) cdda techniques can be categorized
mainly into feature extraction and feature selectitn feature extraction approach,

features are projected into a new space with lalreensionality. On the other hand, the
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feature selection approach aims to select a smddbet of features that minimize

redundancy and maximize relevance to the targas¢dhbel).

Exploring the Relationship between the Predictors and Response

To create useful models, it is critical to ideytifie initial set of variables that will
be used in the data mining process. Selection offéov variables can result in an
incomplete analysis and may result in excludingaai factors from the final model. On
the other hand, inclusion of irrelevant variables @adversely affect the model building
process and can affect the correct identificatibsignificant factors. The identification
of initial set of variables for use in the data mgprocess requires domain knowledge
and a deep understanding of the data set.

In this section, the investigation of variable-tgr@ble association between the
predictors and the target variable ‘outcome’ wasgomed. In order to conduct variable
selection, test of independence (chi-square tesd wused. After conducting variable
selection using chi-square test, 16 predictors sedscted from 18 predictors and the
variables selected afmoking Alcohol, BCG Vaccing Malaise Arthralgia Exhaustion
Unwillingness for workLoss of Appetite, Loss in WeiglBweating at NightChest Pain
Back Pain Coughing Fever, Active Specific Lung Lesion and Sputum AFBhe
variables reduced are Hemoptysis and Weight Camdiiecause they are less significant

than other variables.

I nvestigating the Association among the Predictors

The selected variables for relevant data shouldndependent of each other.
Variable independence means that the variablesoticantain overlapping information.
A careful selection of independent variables cakenteasier for data mining algorithms
to quickly discover useful knowledge patterns. his tsection, clustering analysis was
used to group features (variables) in order to cedteatures. The following table

illustrates the output of cluster membership fopi&dictors.
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Table (4.9)
Cluster Membership

Predictors 10 Clusters
Smoking

Alcohol

BCG Vaccine

Malaise

Arthralgia

Exhaustion

Unwillingnes for Work

Loss of Appetite

Loss in Weight

Sweating at Nights

Chest Pain

Back Pain

Coughing

Fever

Active Specific Lung Lesion
Sputum AFB

=

g oo ~N~NO OGO~ owWNDN

[
o

Table (4.9) shows the homogeneous group of vasdblel6 predictors and it can
be illustrated by dendrogram in Figure (4.7).
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Figure (4.7) Dendrogram for Clustering 16 Predictors

Cluster 4, 5 and 7 have more than one variablet iBh#ur variables (Malaise
Arthralgia and Exhaustion and Unwillingness for Wjonave the same meaning or same
direction because they fall in cluster 4. Also tdus$ and 7 consist of two variables and
three variables respectively. In such a case, tbst mignificant one was extracted for
each cluster by using logistic regression. Exhauasior cluster 4, Back Pain for cluster 5
and Active Specific Lung Lesion for cluster 7 weselected for next algorithm.
Therefore, the final data set consists of 10 ptedic(SmokingAlcohol, BCG Vanccing
ExhaustionSweating at NightBack PainCoughing Fever, Active Specific Lung Lesion
and Sputum AFB) and this data set was used for rAlgn V in order to construct
decision tree model.



CHAPTER S

CLASSIFICATION MODELSAND EVALUATION OF
CLASSIFICATION MODELS

Model building is the process of searching for adymodel from some candidate
models. In this study, the tuberculosis diagnoais det was used for developing decision
tree models and logistic regression model, andnapaoison of their accuracy was made.
The main aim of this study is to apply differerg@ithms in order to predict existence of
mycobacterium tuberculosis bacteria on patientghis section, the resulted models of
each algorithm are presented and performancesbfreadel are compared.

51  Algorithmsfor Tuberculosis Diagnosis

The followings are the different algorithms used &eveloping decision tree
model on tuberculosis diagnosis data sdh order to examine the importance of
preprocessing in data mining, the different aldpons are employed in model developing.

Moreover, it can be investigated that decision t&@e serve as for data exploration.

Algorithm |

Step 1: Use No-preprocessed Data Set

Step 2: Run Decision Tree Analysis




Algorithm [

Step 1: Perform data filtering
LOOP: For each record
IF record is inconsistent
THEN remove it
END LOOP
LOOP: For each variable
Count same attribute value
Count missing value
IF count of same value attribute > 75%
THEN remove it
IF count of missing > 30%
THEN remove it
END LOOP

Step 2: Fill missing value for each variable witbde value of all records

LOOP: For each variable
Find mode value
IF attribute value is missing
THEN insert mode value
END LOOP

Step 3: Run Decision Tree Analysis
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Algorithm I11

Step 1: Perform data filtering
LOOP: For each record
IF record is inconsistent
THEN remove it
END LOOP
LOOP: For each variable
Count same attribute value
Count missing value
IF count of same value attribute > 75%
THEN remove it
IF count of missing > 30%
THEN remove it
END LOOP
Step 2: Perform record clustering for specifiedatae
LOOP: For each variable
Cluster the records by homogeneity
Count number of records in same cluster
Find mode value of each cluster
END LOOP
Step 3: Fill missing value for each variable withster mode value
LOOP: For each variable
IF record is missing
THEN Check cluster number
Insert same cluster mode value
END LOOP

Step 4: Run Decision Tree Analysis
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Algorithm IV

Step 1: Perform data filtering (procedures samia adgorithm |II)

Step 2: Fill missing value for each variable witbdwe value of all records

Step 3: Perform variable aggregation

Step 4: Run Decision Tree Analysis

Algorithm V
Step 1: Perform data filtering

Step 2: Fill missing value for each variable witbdwe value of all records
Step 3: Perform variable aggregation
Step 4: Perform feature reduction

Step 5: Run Decision Tree Analysis

Initially, 38 attributes were identified in tubetosis diagnosis data set, out of
which 4 attributes (Sr. No., Name, Township, andepavere discarded as the attributes
were not relevant to the research in hand. Origliaga set (no preprocessed data set)
which has 34 variables is used for Algorithm I. ékfperforming for data filtering and
missing value handling, the resulted data set sthsaf 21 variables (20 predictor
variables and 1 dependent variable). This datawastused for Algorithm Il and Ill and it
contains 599 records of which 390 records were Wghand remaining 209 records were
without TB. After performing data filtering, misginvalue handling and variable
aggregation, the resulted data set consists ofati@bles (18 predictor variables and 1
dependent variable). Therefore, eighteen prediot@se used for Algorithm IV. After
data preprocessing which includes data filteringssing value handling variable
aggregation and feature reduction, the resulted dat consists of 11 variables (10
predictor variables and 1 dependent variablg)s final data set was used for Algorithm
V.

5.2  Different Classification Modelsfor Tuberculosis Diagnosis

Classification task is to determine the unknovasslof new instants (diagnose for
newly arrived patients). In this subsection, classiion models were derived with
different algorithms by using decision tree methddis study made use of the SPSS
software packagéo build decision tree models. This software partd the data set

prepared for analysis in training and test factemghraining facts are used to train and
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build the models, and test facts are used to hespérformance of the model. By default,
the software automatically sets 10-fold cross-waiah for testing purposes. For this
study, the default method CHAID (Chi-squared Auttmdnteraction Decision) was

used. At each step, CHAID choose the independeedigior) variables that have the
strongest the interaction with the dependent veiaBategories of each predictor are
merged if they are not significantly different witespect to the dependent variable. In
this study, numerous models were built, and peréorce of the model was tested to
check its efficiency and effectiveness. Finallyg ttonfusion matrix was used to evaluate

the accuracy and performance of the models built thie decision tree method.

5.2.1 Decision Tree Modd of Algorithm |

For Algorithm I, the original tuberculosis diagnesiata set which consists of 659
records with 33 predictors was used in order tapce results of classification model. In
this Algorithm, the classification model was conthacby using decision tree analysis

directly without preprocessing on data set.
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Figure (5.1) Decision Treefor Tuberculosis Diagnosis using Algorithm | with 33
Predictors

Although all thirty-three independent variables gbhare included in original data
set were specified for algorithm 1, only four wéneluded in the decision tree model and
these are Active Specific Lung Lesion, Loss in WeigCoughing and Sweating at
Nights. Twenty-nine variables did not make a sigaifit contribution to the model;
therefore, they were automatically dropped fromttke model of Algorithm I. As shown

in Figure (5.1), Active Specific Lung Lesion variabis the best predictor of TB
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diagnostic. The categorical value ‘Yes’ of Activpe8ific Lung Lesion is only significant
predictor of TB disease. Of the TB suspected ptian this categorical value, 99.7%
have TB disease. Since there are no child nodesvbigl this is considered a terminal
node. For the categorical value ‘No’ on Active SpecLung Lesion, the next best
predictor is Loss in Weight. For the categoricdlueaNo’ on Loss in Weight, the next
best predictor is Sweating at Nights and for theierdNo’ on that, the next best predictor
is Coughing. Table (5.1) describes a set of rulaghvare generated from the decision

tree classification model of Algorithm 1.

Table (5.1)
Classification Rulesand Likelihood of TB using Algorithm |
Likelihood
Rule Descriptions of TB
Positive
1 IF a person has the categorical value ‘Yes’ otivecSpecific Lung Lesion 99.7%

IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion
2 AND he/she has Loss in Weight 49.2%
AND he/she feels Sweating at Nights

IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion
3 AND he/she has Loss in Weight 25.8%
AND he/she does not feel Sweating at Nights

IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion
4 AND he/she does not have Loss in Weight 18.7%
AND he/she has the categorical value ‘No’ or ‘Wilncous’ on Coughing

IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion
5 AND he/she does not have Loss in Weight 1.4%
AND he/she has the categorical value ‘Yes’ on Caugh

5.2.2 Decision Tree Modd of Algorithm I1

In Algorithm I, reduced data set which had beenduwted for missing value
handling was used. This data set consists of 58&ds with 20 predictors. Although 20
independent were specified for Algorithm I1l, butlythree were included in the tree
model and these are Active Specific Lung Lesionsdan Weight and Coughing.
Seventeen predictors did not make a significantrdmrtion to the model; therefore, these

variables were automatically dropped from the tneelel of Algorithm II.
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Figure (5.2) Decision Treefor Tuberculosis Diagnosis using Algorithm 11 with 20
Predictors

As shown in Figure (5.2), Active Specific Lung lLas variable is the best
predictor of TB diagnostic. The categorical val¥es’ on Active Specific Lung Lesion is
only significant predictor of TB disease. Of the $Bspected patients in this categorical
value, 99.7% have TB disease. This value is sametase model of Algorithm | but one

more predictor (Sweating at Nights) was droppetthis tree model.
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Some of the rules of Algorithm Il for diagnosis B disease are summarized in
Table (5.2). For this Algorithm, the data set whidd been reduced by performing both
data filtering and missing value handling was used.
Table (5.2)
Classification Rulesand Likelihood of TB using Algorithm 11

Likelihood
Rule Descriptions of TB
Positive
1 IF a person has the categorical value ‘Yes’ otiv&cSpecific Lung Lesion 99.7%

IF a person has the categorical value ‘No’ on Azt8pecific Lung Lesion
2 27.8%

AND he/she has Loss in Weight

IF a person has the categorical value ‘No’ on Ac@Bpecific Lung Lesion
3 AND he/she does not have Loss in Weight 13.7%
AND he/she has the categorical value ‘No’ or ‘Wilncous’ on Coughing

IF a person has the categorical value ‘No’ on Ac@Bpecific Lung Lesion
4 AND he/she does not have Loss in Weight 0%
AND he/she has the categorical value ‘Yes’ on Caugh
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5.2.3 Decision Tree Modd of Algorithm I11
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Figure (5.3) Decision Treefor Tuberculosis Diagnosis using Algorithm I11 with 20
Predictors
The data set used for the Algorithm Il is the sa&s in Algorithm Il. The main
difference in Algorithm Il and Il is the type ofihdling missing value. As it can be seen
in Figure (5.2) and Figure (5.3), the resulted n®dé decision tree have the same value

for both the number of leaves and size of the ffées means the models built by two
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Algorithms were exactly identical even if it diflem procedures in algorithm. According
to Algorithm 1, Il and Ill, the most relevant noder the construction of the tree was
Active Specific Lung Lesion although the number mfedictors is different. The
followings are few of the rules which were disc@aeibetween attributes by Algorithm
lll. It can be seen that these rules are the sane Algorithm II.
Table(5.3)
Classification Rulesand Likelihood of TB using Algorithm I11

Likelihood
Rule Descriptions of TB
Positive
1 IF a person has the categorical value ‘Yes’ otivAcSpecific Lung Lesion 99.7%

IF a person has the categorical value ‘No’ on AcBpecific Lung Lesion
2 27.8%

AND he/she has Loss in Weight

IF a person has the categorical value ‘No’ on Azt8pecific Lung Lesion
3 AND he/she does not have Loss in Weight 13.7%
AND he/she has the categorical value ‘No’ or ‘Willncous’ on Coughing

IF a person has the categorical value ‘No’ on Azt8pecific Lung Lesion
4 AND he/she does not have Loss in Weight 0%
AND he/she has the categorical value ‘Yes’ on Caugh
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5.2.4 Decision Tree Model of Algorithm IV
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Figure (5.4) Decision Treefor Tuberculosis Diagnosis using Algorithm IV with 18
Predictors

Algorithm IV used tuberculosis diagnosis data shic consists of 599 records

with 18 predictors. This data set was resulted énfgoming both handling missing and
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variable aggregation. The resulted classificatiadeh of this algorithm is exactly same
as Algorithms II and 1ll.LAs shown in Figure (5.4), the most relevant node tfe
construction of the tree was Active Specific Lungslon. As it can be seen from figure
(4.2), Figure (5.3) and Figure (5.4), the resulteddels of decision tree have the same
value for both the number of leaves and the sizh@firee. This means the models built
by three Algorithms were exactly identical everthiése Algorithms differ in procedures
and in the use of number of predictors for Algarith

Some of the rules of Algorithm IV for diagnosis T disease are summarized in

Table (5.4). The resulted rules are exactly same Atgorithm 1l and III.

Table (5.4)
Classification Rulesand Likelihood of TB using Algorithm IV
Likelihood
Rule Descriptions of TB
Positive
1 IF a person has the categorical value ‘Yes’ otiv&cSpecific Lung Lesion 99.7%

) IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion 7 8%
. 0
AND he/she has Loss in Weight

IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion
3 AND he/she does not have Loss in Weight 13.7%
AND he/she has the categorical value ‘No’ or ‘Wilncous’ on Coughing

IF a person has the categorical value ‘No’ on AcBpecific Lung Lesion
4 AND he/she does not have Loss in Weight 0%
AND he/she has the categorical value ‘Yes’ on Caugh

5.25 Decision Tree Mode of Algorithm V

This Algorithm used tuberculosis data set whichsists of 599 records with 10
predictors. This data set was resulted from perfogmhandling missing, variable
aggregation and feature reduction. The resulteskitleation model of this Algorithm is
different from Algorithm [, 11, Il and IV but thenost relevant node is exactly same as in
previous Algorithms. Although 10 predictors wer@dfied for Algorithm V, only three

were included in the decision tree model.
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Figure (5.5) Decision Treefor Tuberculosis Diagnosis using Algorithm V with 10
Predictors
As shown in Figure (5.5), the most relevant nodetie construction of the tree is
Active Specific Lung Lesion. The categorical valMes’ of Active Specific Lung Lesion

is only significant predictor of TB disease. Of tAd suspected patients in this
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categorical value, 99.7% have TB disease. Sinae three no child nodes below it, this is
considered a terminal node. For the categoricalevaNo’ on Active Specific Lung
Lesion, the second best predictor is Sweating ghiNiThe inclusion of second best
predictor in this model was totally different froitme model of Algorithm II, Il and IV.
Some of the rules of Algorithm V for diagnosis dB Hisease are summarized in Table

(5.5). The rules of this Algorithm are distinctindhose of previous Algorithms.

Table (5.5)
Classification Rulesand Likelihood of TB using Algorithm V
Likelihood
Rule Descriptions of TB
Positive
1 IF a person has the categorical value ‘Yes’ otiv&cSpecific Lung Lesion 99.7%

IF a person has the categorical value ‘No’ on Ac8pecific Lung Lesion
2 28.0%

AND he/she feels Sweating at Night

IF a person has the categorical value ‘No’ on AcBpecific Lung Lesion
3 AND he/she does not feel Sweating at Night 17.6%
AND he/she has the categorical value ‘With MucdbR ‘No’ on Coughing

IF a person has the categorical value ‘No’ on Ac@Bpecific Lung Lesion
4 AND he/she does not feel Sweating at Night 1.2%
AND he/she has the categorical value ‘Yes’ on Cong

5.3  Performance Evaluation for Classification Models

The developed model is evaluated for measurindigaility performance. The
purpose of assessing the performance of the medel determine how well the model
will behave if used in practice. In this study, ttn@dels were evaluated based on the
accuracy measures discussed in Section (2.5)der ¢o validate the prediction results of
the comparison of the different algorithms, thefdld cross validation which can be
implemented by SPSS software was used. A singldigiien has the four different
possible outcomes which can be shown as a confusmmimnix. The followings are the
confusion matrix for each algorithm respectively.

In these matrices, True Positive (TP) is the nunddeperson who is correctly
classified as a TB patient when he/ she is actuddllypatient. True Negative (TN) is the
number of person who is correctly classified asoa-NB patient when he/ she is actually
TB negative patient. A False Positive (FP) occutsenvthe outcome is incorrectly
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predicted as TB patient (or TB positive) when iacually Non-TB (or TB negative). A
False Negative (FN) occurs when the outcome isriectly predicted as Non-TB patient

(or TB negative) when it is actually TB (or TB pinge).

Table (5.6)
Confusion Matrix for Algorithm |
Predicted
Outcome| Actual
TB Non-TB Correct %
B 425| TP 357| FN 68 Sensitivity 84.0%
Non-TB 234| FP 1| TN 233 Specificity 99.6%
Total 659| 45.7%| 54.3%| Overall Accuracy 89.5%
e 5
Classification Accuracy = TP+TN _ _ 3574233 = 89.5%
TP+TN+FP+FN 659

A measure which may be more important than clasdibn accuracy is that: what
proportion of TB positive patient will recognize @B positive by the classifiers. This is

call sensitivity of the model.
e TP 357
Sensitivity = = — =84.0%
TP+FN 425

Sensitivity is 84%, which means that the modekféil detect the disease in 16%

of the cases.
Specificity is the proportion of TB negative (héslt instances which were

recognized as TB negative (healthy).

TN _ 233
=— =99.6%
TN+FP 234

Specificity is 99.6%, which means that this modas tihe possibility of 0.4%

wrongly diagnosing patient without TB disease, givihg TB treatment unnecessarily.

Specificity =

Table (5.7)
Confusion Matrix for Algorithm 11
Predicted
Outcome| Actual
B Non-TB Correct %
B 390| TP 352| FN 38 Sensitivity 90.3%
Non-TB 209| FP 1| TN 208 Specificity 99.5%
Total 599 41.1%| 58.9%/| Overall Accuracy 93.5%
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As shown in Table (5.7), classification accurad¢ythe Algorithm Il is 93.5%,
sensitivity of the model is 90.3% and specificifittee model is 99.5%.

Table (5.8)
Confusion Matrix for Algorithm I11
Predicted
Outcome | Actual
B Non-TB Correct %

TB 390| TP 352| FN 38 Sensitivity 90.3%
Non-TB 209| FP 1| TN 208 Specificity 99.59
Total 599| 41.1% 58.9% Overall Accuracy 93.5%

Table (5.8) shows the performance result ontuberculosis diagnosis data set
using Algorithm IIl in order to develop classifieat model. It can be seen that the
performance of this model is the same as in Algaoritl. Therefore, not only the decision
rules of Algorithm Il and Ill, but also the perfoamce measures are exactly the same.
Classification accuracy of this algorithm is 93.58énsitivity of the model is 90.3% and

specificity of the model is 99.5%.

Table (5.9)
Confusion Matrix for Algorithm IV
Predicted
Outcome | Actual
B Non-TB Correct %

B 390| TP 352| FN 38 Sensitivity 90.3%
Non-TB 209| FP 1| TN 208 Specificity 99.5%
Total 41.1% 58.9% Overall Accuracy 93.5%

Table (5.9) shows the performance result on thertulbosis diagnosis data set
using algorithm 1V in order to develop classificati model. It can be seen that the
performance of this model is the same as in Algaoritlll. Therefore, not only the
decision rules of Algorithm I, 1l and 1V, but alshe performance measures are exactly
the same. Classification accuracy of this Algoritisnalso 93.5%, sensitivity of the model
is 90.3% and specificity of the model is 99.5%.
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Table (5.10)
Confusion Matrix for Algorithm V
Predicted
Outcome| Actual
TB Non-TB Correct %
TB 390| TP 352| FN 38 Sensitivity 90.3%
Non-TB 209| FP 1| TN 208 Specificity 99.5%
Total 599| 41.1% 58.9% Overall Accuracy 93.50{0

Table (5.10) shows the performance measures ofrithgo V. It can be seen that
the classification accuracy, sensitivity and speityf of this model are exactly the same
as in the models of Algorithms 11, 1ll and IV althgh the resulted models and rules of

Algorithm V are extremely distinct.

54  Comparisonsand Discussions
Table (5.11) illustrates some measure of evalgatperformance of the

classification models which are developed by dé#feralgorithms on the tuberculosis

diagnosis data set.

Table (5.11)
Perfor mance Results from the Five Algorithms
Classifier Sensitivityf | Specificity”” | Accuracy | Precision| Error Rate
Algorithm | 84.0% 99.6% 89.5% 99.7% 10.5%
Algorithm I 90.3% 99.5% 93.5% 99.7% 6.5%
Algorithm IlI 90.3% 99.5% 93.5% 99.7% 6.5%
Algorithm IV 90.3% 99.5% 93.5% 99.7% 6.5%
Algorithm V 90.3% 99.5% 93.5% 99.7% 6.5%

As it can be seen in Table (5.11), the model @foithm | achieves accuracy of
89.5% at 84.0% sensitivity and 99.6% specificity data set and that of Algorithm Il
achieve accuracy of 93.5% at 90.3% sensitivity &% specificity on data set.
Therefore, the accuracy of Algorithm Il is bettban that of Algorithm | although these
two algorithms are performed on the same datagedibtinct in number of records and
predictors. It is noted that data filtering and smg value handling provide more
accuracy of model performance, and original datavitbout preprocessing can give less

accuracy. Since Algorithms Il, 1ll and IV give tlsame performance, different approach

12.  Specificity and Sensitivity are mentioned ig@24 and 74.
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on missing value handling and variable aggregadmmot affect for classification model.
Although the rules and tree model of Algorithm \e afifferent from others (except
algorithm 1), the accuracies are the same. It @adsumed that the decision tree method
can serve as variable selection because of the salee and same accuracies in
Algorithms I, 1ll and V. Moreover, Algorithm 113 the best algorithm since it has

minimum step and same accuracy in comparison @f atlgorithms.

55 Logistic Regression Model for Tuberculosis Diagnosis

Logistic regression was conducted to assess whttbahree predictor variables-
Active Specific Lung Lesion, Loss in Weight and @Qbing significantly predicted
whether or not a patient has TB disease. In tha skt the patients who have TB disease
are represented by a ‘1’ in the dependent variahté the patients who do not have TB
disease are represented by a ‘0’ in the dependgiable. Letr(x) be the probability of
TB positive of patient which is denoted as follows:

/€3]
(%) = ﬁ

The significant variables which were extracted legision tree technique based
on Algorithm Il were used for developing logistegression model. The reason for doing
so is that decision tree technique can be usedats ekploration for other modeling
techniques. This study is multiple logistic regresase, since more than one predictor
variable are used to classify the response varidblehis study, dependent/ outcome
variable is dichotomous (TB or Non-TB) and predictariables have categorical value in
which two predictors (Active Specific Lung LesiondalLoss in Weight) are dichotomous
and another one (Coughing) is a trichotomous ptedighus, this trichotomous predictor
is needed to code using indicator (dummy) variablé®n this indicator values to two
new indicator variables: Coughing_Mucous and Caugh©nly. Each record is assigned
to it a value of zero or 1 for each of Coughing_Mug and Coughing_Only. If a patient
has the categorical value ‘No’ on Coughing, CoughMucous=0 and Coughing_Only
=0, if a patient has the categorical value ‘Yes’@oughing, Coughing_Mucous=0 and
Coughing_Only =1, and if a patient has the categbrvalue ‘with Mucous’ on

Coughing, Coughing_Mucous=1 and Coughing_Only =0.
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Omnibus Tests

There is needed to examine whether a relationsbipywden TB disease and the
following set of predictors: Active Specific Lung e&ion, Loss in Weight,
Coughing_Mucous and Coughing_Onlyo determine whether the model or equation
built with all four variables considered togeth&significant or not, the omnibus test was

used based on logistic regression technique.

Table(5.12)
Omnibus Tests of Model Coefficients
Chi-squarq  df Sig.
Step 583.52( 4] 1x10’
Step 1 Block 583.52( 4| 1x10°
Model| 583.52( 4 1x10’

The results of logistic regression analysis arevigied in Table (5.12) and Table
(5.13). According to the Chi-square statistic andajue, the model developed with all

four variables is highly significant. Thereforegthverall model is useful for classifying

TB disease.
Table (5.13)
Results of L ogistic Regression of Tuberculosis Diagnosis
Variables B S.E. | Wald | df | Sig. Exp(B)
Loss_in_Weight 1.632| 0.390| 17.499 1| 2x10° 5.112
Active_Specific_Lung_Lesiof 7.696| 1.053| 53.3720 1| 1x10’| 2200.196
Coughing_Mucous 0.315] 0.478 0.434] 1| 5x10° 1.370]
Coughing_Only -1.687| 0.486| 12.057] 1| 1x10° 0.185
Constant -1.995| 0.314| 40.449 1| 1x10° 0.136|

a. Variable(s) entered on step 1: Loss_in_Weightiv& _Specific_Lung_Lesion,
Coughing_Mucous, Coughing_Only.
However, not all variables contained in the modsdnecessarily be useful. The
p-values for the (Wald-statistics for each of the predictors were exaohiddl p-values
are small except one, indicating that there is @wig that each predictor belongs in the

model, except Coughing_Mucous. The Waldtatistic for Coughing_Mucous is 0.51,
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with a largep-value of 0.51, indicating that this variable ig mseful for classifying TB
disease Therefore, now Coughing_Mucous is omitted from thedel and the logistic
regression is again proceeded to run with the neimgivariables. The results are shown
in Table (5.14) and (5.15).

Table (5.14)
Omnibus Tests of Model Coefficients After Omitting Coughing_Mucous
Chi-squarq  df Sig.
Step 583.093 3| 1x10’
Step 1 Block | 583.093 3| 1x10’
Model| 583.093 3| 1x10’

It can be seen that the omission of Coughing_Msdoas barely affected the
remaining analysis. All remaining variables aresidared significant and retained in the

model.

Table (5.15)
Results of L ogistic Regression of Tuberculosis Diagnosis After Omitting

Coughing_Mucous

Variables B S.E.| Wald | df | Sig. Exp(B)
Loss_in_Weight 1.667| 0.387| 18.545 1| 1x10° 5.295
Active_Specific_Lung_Lesior] 7.734| 1.051| 54.170 1| 1x10’| 2284.933
Coughing_Only -1.787| 0.461| 15.038 1| 1x10* 0.167
Constant -1.925| 0.291| 43.639 1| 1x10’ 0.146

a. Variable(s) entered on step 1: Loss_in_Weidtttive Specific_Lung_Lesion,

Coughing_Only.

Table (5. 15) provides the estimated logit:
g(x) =—=1.925 + 1.667(Loss in Weight) + 7.734 (Acteecific Lung
Lesion) — 1.787 (Coughing_Only)

The above equation can be used to calculate thieapildy of present of TB

positive for each patient who has distinct combaratof symptoms: Loss in Weight,
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Active Specific Lung Lesion and Coughing_Only. Theobability of five patients
suspected to be experiencing different symptome femd to be as follows:
Patient 1: Loss in Weight ‘Yes’, Active Specific Lung Lesio¥ies’ and Coughing_only

‘NoO’

The logit : gx)=— 1925+ 1.667(1) + 7.734 (1) — 1.787 (0)

= 7.476
The probability that patient 1 will have TB poséiis
ed (0 07476

1+ e900 1+ 7476

(x) =

fi(x) =0.9994
Thus, the probability of a patient who has catemdrivalue ‘Yes’ on Loss in

Weight, ‘Yes’ on Active Specific Lung Lesion andd’ on Coughing_Only is 99.94%.

Patient 2: Loss in Weight ‘Yes’, Active Specific Lung Lesiovies’ and Coughing_only

‘Yes’
The logit: g(x) = — 1.925+1.667(1) + 7.734 (1) — 1.787 (1)
= 5.689
The probability that patient 2 will have TB poséiis
eg(x) e 5689
) = 1+ ed® 1+ 5689
i(x) = 0.997

Thus, the probability of a patient who has categdwvalue ‘Yes’ on Loss in

Weight, ‘“Yes’ on Active Specific Lung Lesion ande¥’ on Coughing_Only is 99.7%.

Patient 3: Loss in Weight ‘No’, Active Specific Lung Lesidifes’ and Coughing_only

‘NoO'
The logit: gx)= — 1925+ 1.667(0) + 7.734 (1) — 1.787 (0)
= 5.809
The probability that patient 3 will have TB poséiis
ed () 5809

f(x) = 1+ ed® 14 5809

i(x) =0.9970
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Thus, the probability of a patient who has categgbrvalue ‘No’ on Loss in

Weight, ‘Yes’ on Active Specific Lung Lesion anflo’ on Coughing_Only is
99.70%

Patient 4: Loss in Weight ‘No’, Active Specific Lung Lesidifes’ and Coughing_only

‘Yes’
The logit:  §(x) = — 1.925 + 1.667(0) + 7.734 (1) — 1.787 (1)
= 4.022
The probability that patient 4 will have TB poséiis
ed () 04022

f(x) = 1+ ed® 14 4022

(x) = 0.9824
Thus, the probability of a patient who has categrivalue ‘No’ on Loss in

Weight, ‘Yes’ on Active Specific Lung Lesion ande¥’ on Coughing_Only is 98.24%.

Patient 5: Loss in Weight ‘Yes’, Active Specific Lung LesioNo’ and Coughing_only

‘Yes’
The logit:  §(x) = — 1.925 + 1.667(1) + 7.734 (0) — 1.787 (1)
= —2.045
The probability that patient 5 will have TB poséiis
ed () @—2.045

(x) = 1+ ed® 14 2045

i(x) = 0.1146
Thus, the probability of a patient who has catemdrivalue ‘Yes’ on Loss in
Weight, ‘No’ on Active Specific Lung Lesion and ‘¥eon Coughing_Only is 11.46%.

The classification rules together with the likeltiibof TB positive were extracted
from the results of logistic regression model amel Summarized results are presented in
Table (5.16).
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Table (5.16)
Classification Rulesand Likelihood of TB using L ogistic Regression
Symptoms
.y i _ Likelihood of
Rule o Active Specific . .
Weight in Loss . Coughing_Only| TB positive
Lung Lesion
1 Yes Yes No 99.94%
2 Yes Yes Yes 99.70%
3 No Yes No 99.70%
4 No Yes Yes 98.24%
5 Yes No Yes 11.46%

Table (5.17) illustrates the confusion matrix fogiktic regression model.

Table(5.17)
Confusion Matrix for Logistic Regression M odel
Predicted
Outcome | Actual
TB Non-TB Correct %

TB 390| TP 352 FN 38 Sensitivity 90.3%
Non-TB 209| FP 1| TN 208 Specificity 99.5%
Total 599| 41.1% 58.9% Overall Accuracy 93.5%

As shown in Table (5.17), classification accuratyogistic regression model is
93.5%, sensitivity of the model is 90.3% and speityf of the model is 99.5%. It can be
seen that the performance of logistic regressiodehis the same as Algorithm Il of the
decision tree technique. Although the performarfggredictability does not differ in two
techniques; decision tree and logistic regressioitput of the logistic regression cannot
reveal explicitly for field workers. It is needed perform for calculation to obtain the
likelihood values in logistic regression method. dAit can be noted that logistic
regression is not as easy as decision tree tooexjuack meaningful information from the
results. It is time consuming and needs the anatysiut more effort for conducting
interpretation for the output of logistic regressidhus, the decision tree can make it

easier for data mining algorithm to discover us&hdwledge.
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56 Decision Tree Model and Classfication Rules for Tuberculosis Diagnosis

without X-ray and Laboratory Results

In the previous subsection, it can be noted thatésulted models reveal that the
most significant variable is Active Specific Lung@dion. That is, Active Specific Lung
Lesion is the best predictor for deciding the residl TB disease (existence or not).
Therefore, these models are not applicable forsttuations in which there is no X-ray
result. In real situations, there can be many regio which X-ray result and laboratory
result cannot be obtained urgently. In this catsis needed to predict TB disease based
on only patient's symptoms without reviewing X-raffurthermore, the result of
laboratory test for Sputum AFB cannot be obtaimeduch a region. In this subsection,
the decision tree model was constructed by Algorith without X-ray result and
laboratory result. The reasons for the choice of #ifigorithm are that the accuracies of
four algorithms Il, 1ll, IV and V are the same ate resulted rules are the same. It can
be noted that the resulted model of algorithm wigelforms variable selection task and
that of the algorithm which does not perform valeakelection task are the same.
Therefore variable selection task is not essembialdeveloping decision tree models.
Furthermore, since there are 599 records with 2diptors in Algorithm II, the data set
used is reasonable for the rule of thumb in whighdample size must be at least 30 times
of the variables. By removing Active Specific Luhgsion variable and Sputum AFB
variable the remaining data set includes 18 predictvhich was used for developing

alternative decision tree model.
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Figure (5.6) Decision Treefor Tuberculosis Diagnosiswithout X-ray and Laboratory
Resultswith 18 Predictors

The resulted classification model of this Algoritierextremely different from the
models in the previous subsection. Although 18 igteds were specified, only four were
included in the tree model and they are Loss indiMeiCoughing, Smoking and Back
Pain. Fourteen predictors did not make a significamtribution to the model; therefore,
these variables were automatically dropped fromttee model. As shown in Figure
(5.6), the most relevant node for the constructibthe tree was Loss in Weight variable.

Some of the rules are summarized in Table (5.18)I'® diagnosis without X-ray and

laboratory results.
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Classification Rulesand Likelihood of TB (without X-ray and Laboratory

Results)
Likelihood
Rule Descriptions of TB
Positive

IF a person has Loss in Weight

1 AND he/she has the categorical value ‘With Mucaus'Coughing 98.9%
AND he/she feels Back-Pain
IF a person has Loss in Weight

2 AND he/she has the categorical value ‘With Mucaus'Coughing 90.0%
AND he/she does not feel Back-Pain
IF a person has Loss in Weight

3 AND he/she has the categorical value ‘No’ or ‘Yes'Coughing 87.8%
AND he/she is a Smoker
IF a person does not have Loss in Weight

4 67.9%
AND he/she has the categorical value ‘With Mucaus'Coughing
IF a person has Loss in Weight

5 AND he/she has the categorical value ‘No’ or ‘Yes’Coughing 62.3%
AND he/she does not smoke

5 IF a person does not have Loss in Weight 31.9%

AND he/she has the categorical value ‘No’ or ‘Yes'Coughing

According to the Table (5.18), the resulted rules axtremely distinct from

previous algorithms. These rules are applicable ffeld workers for performing

prevention and cure of TB disease in rural areaaums®e X-ray results cannot be obtained
in most of the rural areas. By using these rulietd fvorkers can decide to whether the

TB suspected patient needs to take further mediloatk-up or not in order to diagnose

TB disease.
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Table (5.19)
Confusion Matrix (Without X-ray and L aboratory Results)
Predicted
Outcome| Actual
B Non-TB Correct %

B 390| TP 331| FN 59 Sensitivity 84.9%
Non-TB 209 FP 83| TN 126 Specificity 60.3%
Total 69.1%  30.9%| Overall Accuracy 76.3%

Table (5.19) shows the performance result ortuberculosis data set using 18
predictors without X-ray and Laboratory resultsarder to develop the classification
model. It can be seen that the performance ofmtlwdel is less than that of the models in
previous models which were conducted with the ‘ées obtained from X-ray and
Laboratory result. Therefore, not only the resultelés of this model are different from
previous models, but the performance measures @ the extremely distinct.
Classification accuracy of this algorithm is 76.38énsitivity of the model is 84.9% and
specificity of the model is 60.3%. Although thesdass accuracy of this model, it can be
constructed by using predictors which are onlygras’ symptoms without viewing X-
ray and laboratory result. This analysis produckdsification rules (in Appendix D)
which are useful for medical field workers in ord&r diagnose tuberculosis using
symptoms of the patient. Moreover, these resultdelsrcan also be used for deciding
whether it is necessary to perform medical checleumot in order to diagnose TB
disease. If the likelihood of TB positive is highieh is revealed by the resulted rules,

medical check-up would be needed.
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CONCLUSION

Data mining is an analytical tool that is used oivig critical decisions by
analyzing enormous amounts of data in order toodesc relationships among the
variables and unknown patterns in the data. It igr@cess used by organization to
generate useful information from raw data. The sypkinformation obtained from data
mining include association, sequences, classifinati clusters, and forecasts.
Classification is one of the major tasks in theadatning field. In current situation, there
are large amounts of data and complex structu@atd in many applications viz; sales
and marketing, healthcare/ medical diagnosis, sugphin management, process control,
bioinformatics and astronomy. The healthcare emvirent is still ‘information rich’ but
‘knowledge poor’. The medical data set which inesigatients’ records is difficult to
analyze because of its characteristics consistindgpuge volume and heterogeneity,
irrelevant data and high frequency of null value.such a case, applying data mining
techniques to patient’s attribute is useful to dyhttern or model that can be used to
make diagnosis for a particular disease.

This study attempted to develop the model in otdeclassify the existence or
non-existence of a particular disease for a patntising data mining techniques. The
data used in this study were obtained from the oaggirofiles of patients in Latha and
Aung San townships under UTI, Yangon in Myanmdre profile included
characteristics, behavior, symptoms and medicakéssilts of patients who came to UTI
for their medical check-up during the period froep&mber 2013 to October 2013.

Based on the data set which included 34 differentiables: one dependent
variable (outcome: TB or Non-TB) and 33 independeariables, data mining methods
were employed to analyze the data. The classifinatisk was made using decision tree
technique, and different decision tree models wemeducted by different algorithms.
Before the development of classification modelsadareprocessing techniques were
conducted with the objectives of filtering the iffeuient data from the original data, to

estimate missing value and to reduce some variadiesh are overlapping.
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6.1 Findings

The purpose of this study is to access the effes@ss of data mining algorithms
in predicting the presence of tuberculosis andammare their performance regarding
predictability. By using five algorithms, decisitnee models were developed in order to
predict TB disease. It has been found that theracguof a model is the same as any
other model except Algorithm I. Among these modigseloped in this study, Algorithm
| which was directly employed on original data wé&hout performing data preprocessing
has the least accuracy of prediction. It indicateat the data preprocessing and
exploration stage are critical to construct sudoéssiplementation of data mining. The
findings indicate that the attribute value ‘Yes’ Aative Specific Lung Lesion affects the
TB disease. The findings did not show a great déaglredictive accuracy in the four
Algorithms (excluding Algorithm 1). It was noted ahthe accuracy of classification
models of Algorithm Il and that of Il which did hgerform variable aggregation and
that of Algorithm IV and V which performed variatdggregation do not differ from each
other. Thus, it can be concluded that variable egafion is not essential for developing
decision tree models.

Moreover, this study has shown that the selectgdifgiant variables in the
classification models of Algorithm II, 11l and IVra the same. The significant variables of
these models are Active Specific Lung Lesion, Lios#/eight and Coughing. According
to the results, Active Specific Lung Lesion varalshn be seen at the top of the all three
decision tree models. Active Specific Lung Lesioas hbeen found to be the most
significant variable and it can be also known ®&7% of the patients have TB positive
if the categorical value was ‘Yes' on Active Specif.ung Lesion variable. When
categorical value of Active Specific Lung Lesionsnvaélo’, the second most significant
variable was Loss in Weight. Thus, the likelihoddT® positive has been found to be
27.8% when the categorical value of Active Spedifimg Lesion was ‘No’ and that of
Loss in Weight was ‘Yes'. The last significant \aife for these three models has been
found to be Coughing and if the categorical valieCoughing was ‘No’ or ‘with
Mucous’, the likelihood of TB positive was13.7% Wehthere was ‘No’ on both Active
Specific Lung Lesion and Loss in Weight variables.

The Algorithm V covered data filtering, missing wal handling and variable
aggregation. The data set used for this algoritlimsists of 10 predictors. It has also
revealed that the best predictor was Active Spedifing Lesion and 99.7% of the

patients have TB positive when the categorical eradti this variable was ‘Yes’. The
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second best predictor was Sweating at Night. Tiwhen the categorical value of Active
Specific Lung Lesion was ‘No’ and that of SweatatgNight was ‘Yes’, the likelihood of

TB positive would be 28.0%. The last significantiahle in this model was Coughing. If
the categorical value of Coughing was ‘No’ or ‘wNtucous’, together with that of ‘No’

on Active Specific Lung Lesion and Sweating at Nighen the likelihood of TB positive

would be 17.6%.

Moreover, in order to explore the significant syomps of TB positive without X-
ray results (or excluding the attribute value oftide Specific Lung Lesion), the
alternative decision tree model was developed basedhe Algorithm II. For the
suspected patients who cannot be examined withethdt of X-ray, it can be predicted
whether the patient is TB positive or not basedtlom symptoms; Loss in Weight,
Coughing, Smoking and Back Pain. Especially inlraraas, these significant symptoms
which were provided by alternative decision treedei@an be applicable to diagnose TB
disease. Based on the findings of this study, & wlaarly defined and verified the most
significant variable which can predict TB diseasetigh decision tree technique based
on the empirical data.

In addition, logistic regression model for TB diagis was also developed based
on the selected variables which were extracted siggudecision tree technique. The
reason for doing so is decision tree techniquelmamnised as data exploration for other
modeling techniques. Although the performance edmtability does not differ in two
techniques; decision tree and logistic regressiotput of the logistic regression cannot
reveal explicitly for field workers. And it can Io@ted that the result of logistic regression
is difficult to extract quick meaningful informathoThus, decision tree can make it easier
for data mining algorithm to discover useful knodde.

In conclusion, the data preprocessing is critical prediction purpose when
developing the model in data mining on secondarg dar existing data set). This is
because the accuracy of the decision tree modetchwls developed by using
preprocessed data is more accurate than the agonirdlte model which is achieved by
using original data set without preprocessing. lamnhore, the accuracy of each
developed decision tree models is the same, ondtdia set used achieved after
performing the feature (dimensionality) reductiannot. Therefore, it can be noted that
decision tree method can serve as feature reduotiosariable selection method itself.

Moreover, decision trees are powerful first stepniodeling process even when building
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the final model using some other techniques sihig technique combines both data
exploration and modeling.

It has also been observed that decision tree tqohnican provide the
classification rules which can identify the symptomwf TB positive. In addition, the
classification rules which are resulted from dewisiree models showed an interesting
pattern. Among the resulted classification rulasTB diagnosis from different decision
tree models, the alternative decision tree modsktbaon the patient's symptoms only
(without X-ray result) revealed that there is atéretdvantageous for the healthcare
centers which have no X-ray machines since thése can be used to make the efficient
prediction for diagnosis. According to the resultetes, the probability of getting TB
disease for a person who Hasss in Weight, with Mucous onCoughing and feelBack-
pain, is 98.9%. Since this likelihood of TB positive igh, it is necessary to seriously
encourage in order to performing medical check-tgently at the place where there is
modern equipments and techniques. Similarly, theeseons should be taken by the
following patients:

(i) A person who hakoss in Weight, with Mucous orCoughing and does not fe®@ack-
pain (90.0% TB positive)

(i) A person who hakoss in Weight, with Mucous ornCoughing and isSmoker (87.8%
TB positive)

(iif) A person who does not havmss in Weight, with Mucous orCoughing (67.9% TB
positive)

(iv) A person who hakossin Weight, without Mucous orCoughing and does nddmoke
(62.3% TB positive)

Because these patients have high likelihood of o8itiwe, they have to confirm
for TB disease through X-ray and to take treatmémiscessary. The alternative decision
tree model also indicated that the probability Bf dositive for a person who has naiss
in Weight, and without Mucous o@oughing is 31.9%. Thus, this person does not need to
take urgently medical check-up because the likelihof TB positive is low.

The field workers should encourage the followindigras to go to the closed
place where there is X-ray machine, advanced tdobwofor diagnosis and expert
technicians.

(i) A patient (with high likelihood of TB posite) lives in rural area where there is no

medical facility and modern diagnostic equipment.
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(i) A patient (with high likelihood of TB posite) is inability to take medical check-up

due to the time, high charge for transportation expensive for medical check-up.

6.2 Recommendations

Based on this empirical study, it is strongly recoemded as follows:

1. Among the statistical models, the decision tree efl®developed in this study are
better for the classification tasks on the categbdata.

2. This study indicates that decision technique camadtice the performance of
prediction without variable aggregation and featexuction.

3. This research was undertaken for tuberculosis disignhence it is recommended
that a data mining concept might be applied forguddsis of other types of
diseases in our country as well.

4. The developed decision tree models could have bset to predict whether a TB
suspected patient has TB disease or not and tmsuihie healthcare workers in
order to diagnose tuberculosis disease based arasfication rules.

5. The developed database can be used as a baselitie foospital especially for
TB clinic case term workers to encode easily thieiure data concerning the
detail information of the tuberculosis patients.

6. This study was limited to study TB suspected p#giem UTI at Yangon. If the
large amount of data on TB suspected patients aedirtformation on TB
suspected patients at Mandalay can be obtainedpdifermance of the model
might be increased.

There are two types of error in prediction on thigetculosis diagnosis data set by
using decision tree method. First is committing ¢ner when a person was classified as
TB positive patient but he or she did not suffaualtly from TB disease (It is called FP:
False Positive). The second one is committing thar evhen a person was classified as a
person who had not TB disease but he or she wastad by TB disease (It is called FN:
False Negative). Both two types of error are imgairtfor medical field. As a
consequence from these, if a person had taken &Bntents without actually suffering
from TB disease, he or she would feel seriouslg-gffects. If a person had not taken TB
treatments while he or she was suffering TB disddeanight be lost.

In current situation, TB disease can be diagnoseka simple way through X-ray
in the medical field. Thus, the advantages of deciree models developed in this study

cannot be obviously revealed. If the decision trexlel for the case of cancer diagnosis
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can be constructed based on the records of canspeded patients, there will be more
benefits in the medical field. Cancer disease ibigoous to classify correctly whether it
is cancer or not. Therefore, decision tree moddeuthe data mining techniques can give
efficient advantages for the complex problems tokena@orrect decisions in any
applications. Moreover, the acquisition of data data mining techniques will be larger

and larger; it would increase the accuracy of mtémh on most significant factors.
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Appendix A

Al  y? Statistical Measure
x* measure evaluates features individually by meagutihe y?2-statistic with
respect to the class. Different from the precedireghodsy? measure can only handle

features with discrete valugg? measure of a featufewith discrete values is defined as

(Aij— Eij)?
x(f) = ‘i/v=12?=1]Tj] (A1)
wherek is the number of classes; is the number of samples withl value off in j™

class,E; is the expected frequency Af and
Ei=R* Cj /n (A2)

R is the number of samples having thevalue off, Cjis the number of samples in e
class, ana is the total number of samples. A featfjns considered to be more relevant
than a featur (I #j) if 2 (f) > x* (f)). Obviously, the worsy? value is 0 if the feature
has only one value. The degree of freedom ofythstatistic measure isv1)*(k-1). To

apply x* measure to numeric features, a discretization pogssing has to be taken.

A2  Cluster Analysis

Cluster analysis is one of the basic techniquesdteoften applied in analyzing
large data sets. Originating from the area of #iai, most cluster analysis algorithms
have originally been developed for relatively smd#ita sets. In recent years, the
clustering algorithms have been extended to effityevork on large datasets, and some
of them even allow the clustering of the high-disienal feature vectors. Clustering is
one of the most useful tasks in data mining proéasdiscovering group and identifying
interesting distributions and patterns in the ulyiley data. Clustering studies have no
dependent variables (Guo, L., 2002). Cluster amaly@n be used by the medical/ health
care industry to improve predictive accuracy by nsegting databases into more
homogeneous groups. Then the data of each groupbeaexplored, analyzed, and
modeled. The clustering is not only used to grawgiances (records) but also used to

group features (variables) in order to extractuess. It is often applied to data sets in
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which a class is nonexistent or irrelevant from pleespective of knowledge. Moreover,
the method can also be used for classificationgaep to determine a missing value of an
attribute of an instance by assigning it to onéhefcluster. Each cluster groups instances
that are in some way similar or related to eacleroth

There are many clustering methods in the literatdieese methods can be
categorized broadly into: partitioning methods,réwiehical methods, and density-based
methods. The partitioning methods use a distanseebmetric to cluster the points based
on their similarity. To initiate a cluster analysigae constructs a proximity matrix. The
proximity matrix represents the strength of thatiehship between pairs of rowslp,,
or the data matriXY ,«p. Algorithms designed to perform cluster analysis asually
divided into two broad classes called hierarch&ral nonhierarchical clustering methods.
Hierarchical clustering helps in data visualizati@md summarization. Generally
speaking, hierarchical methods generate a sequendester solutions beginning with
clusters containing a single object and combingectd until all objects form a single
cluster; such methods are called agglomerativeatdbical methods. Other hierarchical
methods begin with a single cluster and split disjesticcessively to form clusters with
single objects; these methods are called diverbieearchical methods. In both the
agglomerative and diversive processes, a treeatggor dendogram, is created as a map
of the process. The agglomerative hierarchical gutapes fall into three broad categories:
Linkage, Centroid, and Error Variance methods. Aqhtimese procedures, only linkage
algorithms may be used to cluster either objed=m@) or variables. The other two
methods can be used to cluster only objects. Noaruleical methods may only be used
to cluster items (Timm, N. H., 2002).

For clustering variables, proximity measures farstéring rows off ,«, may also
be used to cluster rows ¥fx, or variables. When clustering variables, onekisly to
standardize the variables and use some measussatfiation for clustering.

Some popular and widely used data mining clustefieghniques such as
hierarchical and k-means clustering techniques statistical techniques and can be

applied on high dimensional datasets.
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Appendix Tables

Table (B 1)
Clustering for Alcohol
Average Linkage (Between Groups)
1 2 3
Count Count Count
Alcoho No 348 43 6
Il Yes 107 19 12
Table (B 2)
Clustering for BCG_Vaccine
Average Linkage (Between Groupg
1 2 3
Count Count Count
. No 252 1 1
BCG_Vaccine
Yes 278 10 2
Table (B 3)
Clustering for Malaise
Average Linkage (Between Groups)
1 2 3
Count Count Count
, 344 4 5
Malaise
183 8 3
Table (B 4)
Clustering for Arthralgia
Average Linkage (Betwegn
Groups
1 2 3
Count Count Count
. 470 9 8
Arthralgia
Yes 57 3 0
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Clustering for Exhaustion
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Average Linkage (Between Groups)
1 2 3
Count Count Count|
. 0 360 3 5
Exhaustior
Yes 168 9 3
Table (B 6)
Clustering for Unwillingnes for_Work
Average Linkage (Between Groups)
1 2 3
Count Count Count|
- 356 16 5
Unwillingnes_for_Work
Yes| 138 24 6
Table (B 7)
Clustering for Unwillingnes for_Work
Average Linkage (Between Groups)
1 2 3
Count Count Count
: 280 11 3
Loss_of_Appetite
235 14 0
Table (B 8)
Clustering for Loss_in_Weight
Average Linkage (Between Groups)
1 2 3
Count Count Count
. : 225 4 0
Loss_in_Weigh
Yes 331 2 3




Table (B 9)
Clustering for Sweating_at_Nights
Average Linkage (Between Groups)
1 2 3
Count Count Count
. . 317 14 0
Sweating_at_Night
228 11 2
Table (B 10)
Clustering for Chest_Pain
Average Linkage (Between Groups)
1 2 3
Count Count Count
, 261 16 3
Chest_Pait
Yes 211 41 5
Table(B 11)
Clustering for Back _Pain
Average Linkage (Between Groups)
1 2 3
Count Count Count
. 259 18 3
Back_Pair
Yes 213 39 5
Table (B 12)
Clustering for Coughing
Average Linkage (Between Groups)
1 2 3
Coun Count Count
t
No| 157 3 1
Coughing Yes| 189 2 2
with Mucoug 170 4 12
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Table (B 13)
Clustering for Hemoptysis
Average Linkage (Between Groups)
1 2 3
Count Count Count
: No 475 5 8
Hemoptysis
Yes 59 2 1
Table (B 14)
Clustering for Fever
Average Linkage (Between Groups)
1 2 3
Count Count Count
Normal 443 5 13
Fever High 64 0 7
Subfebrillg 35 1 2
Table (B 15)

Clustering for Active Specific_Lung_Lesion

Average Linkage (Between Groups)
1 2 3
Coun Count Count
t
. - _ 235 1 1
Active_Specific_Lung_Lesio
307 2 10
Table (B 16)
Clustering for Sputum_AFB
Average Linkage (Between Groups)
1 2 3
Count| Count Count
Negative 393 1 6
Sputum_AFE "
Positive) 148 2 5




Table (B 17)

Chi-Square Testsfor Relationship between Predictorsand Outcome

No. Predictors Pearson Chi-Squars df | Sig- value
Value

1 Smoking Habit 39.805 3 0.000
2 |BCG_Vaccine 18.670 1 0.000
3 | Alcohol 32.74¢ 1 0.000
4 Malaise 57.674 1 0.000
5 |Arthraligia 5723 1 0.017
6 |Exhaustion 62.36 1 0.000
7 |Unwillingnes_for_Work 51504 1 0.000
8 |Loss_of Appetite 3357] 1 0.000
9 Loss_in_Weight 110.32] 1 0.000
10 |Sweating_at_Nights 30.11 1 0.000
11 |Chest_Pain 49.25¢ 1 0.000
12 |Back_Pain 49.25¢ 1 0.000
13 |Coughing 68.62§ 2 0.000
14 |Hemoptysis 854 1 0.35%
15 |Fever 36.841 2 0.00(
16 |Sputum_AFB 100.79¢ 1 0.00(
17 |Weight_Condition 1496 2 0.473
18 |Active_Specific_Lung_Lesior 453.17¢ 1 0.000
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Appendex C

Output of Classification Rules of Decision Tree Models

Decision Rules of Algorithm |

/* Node 5 */.

IF (Active_Specific Lung Lesion
THEN

Node=5

Prediction=0

Probability = 0.813084

/* Node 6 */.

IF (Active_Specific Lung Lesion
THEN

Node=6

Prediction =0

Probability = 0.985507

/* Node 7 */.

IF (Active_Specific_ Lung Lesion
THEN

Node=7

Prediction=0

Probability = 0.507937

/* Node 8 */.

IF (Active_Specific_Lung _Lesion
THEN

Node=8

Prediction=0

="No0") AND (Loss in Weight!="Yes") AND (Coughing!="Yes")

="No0") AND (Loss in Weight!="Yes") AND (Coughing="Yes")

="No") AND (Loss in Weight ="Yes') AND (Swesting_at_Nights_!="No")

="N0") AND (Loss in Weight ="Yes') AND (Sweating_at_Nights_="No")
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Probability = 0.741935

/* Node 2 */.

IF (Active_Specific_Lung_Lesion__!'="No")
THEN

Node=2

Prediction=1

Probability = 0.997207

Decision Rules of Algorithm I1, [11, 1V

/* Node 5*/.

IF (Active_Specific_ Lung Lesion _ ="No") AND (Loss in Weight !="Yes") AND (Coughing!="Yes")
THEN

Node =5

Prediction=0

Probability = 0.863158

/* Node 6 */.
IF (Active_Specific_ Lung Lesion__ ="No0") AND (Loss in Weight !="Yes") AND (Coughing="Yes")
THEN

Node = 6

Prediction =0

Probability = 1.000000

/* Node 4 */.

IF (Active_Specific_ Lung _Lesion _ ="No") AND (Loss in Weight ="Yes")
THEN

Node=4

Prediction =0

Probability = 0.722222
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/* Node 2 */.

IF (Active_Specific_ Lung _Lesion__ !'="No")
THEN

Node =2

Prediction =1

Probability = 0.997167

Decision Rules of Algorithm V

/* Node 3 */.

IF (Active_Specific_Lung _Lesion ="N0") AND (Sweating_at_Nights="Yes")
THEN

Node=3

Prediction =0

Probability = 0.720000

/* Node 5 */.

IF (Active_Specific_Lung_Lesion ="No0") AND (Sweating_at_Nights!="Yes") AND (Coughing!="Yes")
THEN

Node =5

Prediction=0

Probability = 0.824176

/* Node 6 */.

IF (Active_Specific_ Lung _Lesion ="No0") AND (Sweating at_Nights!="Yes") AND (Coughing="Yes")
THEN

Node = 6

Prediction=0

Probability = 0.987500
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/* Node 2 */.

IF (Active_Specific_Lung_Lesion !="No")
THEN

Node=2

Prediction=1

Probability = 0.997167

Decision Rules of Decision Tree without X-ray Results

/* Node 3 */.

IF (Loss in_Weight ="No") AND (Coughing !="with Mucous")
THEN

Node=3

Prediction =0

Probability = 0.681081

/* Node 4 */.

IF (Loss_in_Weight ="No") AND (Coughing = "with Mucous")
THEN

Node=4

Prediction=1

Probability = 0.679245

/* Node 7 */.

IF (Loss in_Weight '="No") AND (Coughing!="with Mucous') AND (Smoking!="Little: <5 Items" AND Smoking !=
"Moderate: 5 to 10" AND Smoking !="Very Much: 11+")

THEN

Node =7

Prediction =1

Probability = 0.623077
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/* Node 8 */.

IF (Loss_in_Weight !="No") AND (Coughing!="with Mucous') AND (Smoking = "Little: <5 Items" OR Smoking =
"Moderate: 5 to 10" OR Smoking = "Very Much: 11+")

THEN

Node=8

Prediction =1

Probability = 0.877778

/* Node 9 */.

IF (Loss_in_Weight !="No") AND (Coughing = "with Mucous') AND (Back_Pain !="No")
THEN

Node=9

Prediction =1

Probability = 0.989011

/* Node 10 */.

IF (Loss in_Weight !="No") AND (Coughing = "with Mucous') AND (Back_Pain ="No")
THEN

Node =10

Prediction =1

Probability = 0.900000
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Summarized Classification Rulesfor Tuberculosis Diagnosis using

Variables Clustering (Without X-ray Results)

Likelihood
Rule Descriptions of TB
Positive

IF a person has the categorical value ‘YesLossin Weight

1 AND he/she has the categorical value ‘with MucarsCoughing 98.9%
AND he/she feelBack-pain
IF a person has the categorical value ‘with MucaunsgCoughing

2 AND he/she feel€hest-pain 98.4%
AND he/she has the categorical value ‘Yes'Lass of Appetite

3 IF a person has the categorical value ‘with Muca@msCoughing 95.7%
AND he/she feel8ack-pain

4 IF a person has the categorical value ‘“YesLoss in Weight 95.7%
AND he/she has the categorical value ‘with MucausCoughing
IF a person has the categorical value ‘YesLoss in Weight

5 AND he/she has the categorical value ‘with MucausCoughing 90.9%
AND he/she does not feBack-pain
IF a person has the categorical value ‘Yes’ or ‘BloCoughing

6 AND he/she feelSweating at Nights 90.7%
AND he/she is &moker
IF a person has the categorical value ‘with MucaunsgCoughing

7 AND he/she feel€hest-pain 89.7%
AND he/she has the categorical value ‘No’Lass of Appetite
IF a person has the categorical value ‘“YesLoss in Weight

8 AND he/she has the categorical value ‘No’ or ‘Yes'Coughing 87.8%
AND he/she is &@moker
IF a person has the categorical value ‘Yes’ or ‘NieCoughing

9 _ 78.4%%
AND he/she feel#lalaise
IF a person has the categorical value ‘with MucaunsCoughing

10 78.4%
AND he/she does not fe€hest-pain
IF a person has the categorical value ‘with MucaunsCoughing

11 77.2%

AND he/she does not feBack-pain
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12

IF a person has the categorical value ‘Nolassin Weight

AND he/she has the categorical value ‘with MucarsCoughing

67.9%

13

IF a person has the categorical value ‘Yes’ or ‘Nie’Coughing
AND he/she does not feBlalaise
AND he/she feelSweating at Nights

66.0%

14

IF a person has the categorical value ‘Yes’ or ‘NioCoughing
AND he/she feelSweating at Nights
AND he/she is @on-Smoker

62.5%

15

IF a person has the categorical value ‘YesLossin Weight
AND he/she has the categorical value ‘No’ or ‘Yes'Coughing
AND he/she is aon- Smoker

62.3%

16

IF a person has the categorical value ‘Yes’ or ‘BloCoughing
AND he/she does not feBhveating at Nights
AND he/ she has the categorical value ‘YesLaoss of Appetite

60.6%

17

IF a person has the categorical value ‘Yes’ or ‘NieCoughing
AND he/she does not feBlalaise
AND he/she does not fe8lveating at Nights

33.8%

18

IF a person has the categorical value ‘Nolossin Weight
AND he/she has the categorical value ‘No’ or ‘Yes'Coughing

31.9%

19

IF a person has the categorical value ‘Yes’ or ‘NieCoughing
AND he/she does not feBhveating at Nights
AND he/ she has the categorical value ‘No’Lass of Appetite

31.1%
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Patient’s Profile
No.( ) Patientts Name ............ccooiviiiviiiiieiie i TOWNSHIP. oo Date .....vvevieieieans
1. Gender | 2. Age 3. Weight 4. Smoking Addiction 5. Alcohol | 6. BCG | 7. Malaise | 8.Arthralgia 9. Exhaustion | 10.Unwillingness

O None Addiction | Vaccine (Tiredness) for Work
O Male | ...... Years | .......... (Kgm) O Little(<5 items)
O Female O Moderate(6-10 items)| O No O No O No O No O No O No

O Very Much(11+) O Yes OvYes |OvYes |O Yes O Yes O Yes
11l.Loss of | 12.Lossin | 13.Sweating | 14. Chest | 15. Back | 16. Coughing 17. Hemoptysis | 18. Fever 19. Migrate 20. Diabetes

Appetite Weight at Nights Pain Pain | O No O Normal
O No O No O No O No O No O Yes O No O High O No O No
O Yes O Yes O Yes O Yes |O Yes |O withMucous |O Yes O Subfebrille | O Yes ( ) O Yes
21. ESR 22. Haematocrit | 23. Haemoglobin | 24. Leucocyte | 25. Number of 26. Active Specific 27. Calcific 28. Cavity
Leucocyte Type Lung Lesion Tissue
O Normal O Normal O Normal(10-15) | O Normal O Normal
O Moderate | O Low O Low (<10) O Low O Lymphocytic Dense | O No O No O No
O High O High O High (>15) O High O Macrophage Dense | O Yes O Yes O Yes
29. Pneumonic | 30. Pleural | 31. HIV 32. Sputum AFB 33. Gxpert
Infiltration Effusion
O Negative O Negative O Negative

O No O No O Positive O positive O Positive
O Yes O Yes
Outcome:. OTB ONon-TB
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